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Abstract. This work aims at proposing a novel framework for detecting 

depression, like commonly met in cancer patients, using prosodic and statistical 

features extracted by voice signal. This work presents the first results of 

extracting these features on test and training sets extracted from the AVEC2016 

dataset using MATLAB. The results indicate that voice can be used for 

extracting depression indicators and developing a mobile application for 

integrating this new knowledge could be the next step.  

Keywords: virtual coach; cancer; detecting depression; machine learning; 

MFCCs 

1   Introduction 

Cancer is a major health problem in developed countries and accounts for almost 

15% of all deaths [1]. Apart from physical exhaustion, knowledge about the 

forthcoming death has a serious impact on the psychological condition of the patient, 

resulting in increased identification of depression [2-4]. Clinical depression can only 

be diagnosed by a professional psychologist or clinician and treated through 

antidepressants or psychotherapy [5-7]. Depression in cancer patients seems to 

accelerate disease progression [8]. However, proper assessment and recognition of 

mental disorders requires intensive training and experience [9]. Developing an 

automatic machine learning mechanism for automatically detecting signs of 

depression could prove handful to clinicians during the early detection and start of 

psychotherapy [10-11]. 

Developing e-health applications for smartphones or tablets is a rapidly growing 

sector [12]. Automated health monitoring using a software that interacts with the 

patient, called virtual coach, can help in self-treatment of the patient, reducing 

monitoring costs in a clinical environment and the timely notification of the 

supervising clinician [13-14]. Not only the cost of using a system of this type is low, 

but also the familiarity of patients with modern devices increases over the years. 

By installing a virtual coach in the smart device of a patient, the patient could 

monitor his or her mental state at anytime, anywhere and without the use of additional 

equipment or the need to get monitored within any hospital. Moreover, the technical 



requirements of modern phones allow the processing of complex data, such as voice 

signals, as they currently have powerful processors, large storage space and memory 

[15]. 

This work presents some first results on extracting signal features from voice for 

the purpose of detecting depression in cancer patients (or in general cases). The 

program has been applied on real voice segments, provided by the AVEC2016 dataset 

(www.avec16.com). The first results indicate that the features extracted are correlated 

to depression and we could move to the next future step; to apply the detection 

algorithms to cancer patients through mobile application and augmented reality 

chatbots. 

2   Background 

Clinical depression affects mood, thinking, behavior and physical condition [16]. 

Especially, voice and articulation of a person are directly affected by mental state 

[17], therefore voice features can be used as biomarkers of depression [18]. Voice 

features correlate with the presence and grade of depression and are often used to 

develop automatic classifiers. These features are classified as normal, mild, moderate, 

severe or very severe mental disorder according to the Hamilton Rating Scale for 

Depression (HAM-D), the 9-item Patient Health Questionnaire (PHQ-9) or Beck 

Depression Index (BDI) [19-21]. 

Depression affects speech production by differentiating stimulation of muscles and 

vocal cords [22] and altering respiratory rate [23]. Therefore, the quality of the 

produced sound is affected and is objectively measurable [24]. Some features that are 

used for the classification of emotional state are categorized as prosodic or spectral. 

Prosodic features include the rate of speech, the fundamental voice frequency (f0), the 

intensity and the energy of the voice and glottal features [25-26]. Some frequent 

spectral features include the formants (the eigenfrequencies of the vocal organ), the 

power spectral density (PSD) and Mel Frequency Cepstral coefficients (MFCCs) [24, 

27-28]. 

3 Objectives 

Ηigh costs and modest effectiveness of health system is often attributed to lack of 

patient’s engagement at home [29]. The effective engagement is considered the 

"trillion opportunity" [30] and many companies have invested in developing m-Health 

applications for smart devices to involve in self-monitoring their health state, 

following their therapeutic scheme, reporting symptoms, etc. However, the devotion 

of patients proved moderate to low, mainly because they were not prompted by a third 

party to keep using the application. Instead, when using the application under the 

constant presence of a clinician, the results turned very encouraging [31]. Thus, it 

appears that the existence of a coach during the usage of the application could 

improve its effectiveness [32]. 



After the usage increase of the first years, applications for smart devices have lost 

their initial momentum [33]. Now the new generation of applications is considered 

that of chatbots, i.e. automated communication programs where the user chats with 

the device [29]. Chatbots are considered the next challenge for healthcare applications 

where a virtual coach will discuss with the patients, encourage them to pursue an 

action, raise questions and guide the discussion according to the answers received and 

processed [29, 34-35]. Such an application could extract depressive biomarkers. 

4   The framework 

The proposed scientific work is divided into two main sections. At first the 

extraction of audio data is performed for each subject, parallel to filling a depression 

questionnaire. Then, data is processed and feature vectors are extracted to compose 

the training set. 

In the second stage, the speech of a subject is recorded and is then processed to 

generate a feature vector with the same features of the first stage. The vector is then 

classified into a depression class, according to the training set of the previous stage. 

Then, depending on the results of the classification, the virtual coach urges the patient 

to perform more psychotherapeutic activities, adhere to the therapeutic scheme, and 

notify the supervising clinician when depression scale is classified as severe. 

4.1 Training Set 

Initially, an application for mobile devices will be developed in order to generate 

some data. The application will be installed on a mobile device such as a mobile 

phone or tablet. The first time it runs, the program will show the patient a BDI 

questionnaire [20]. The answers will be stored for processing at a later stage. 

Then, the virtual coach appears, developed with the open source environment 

BotLibre (www.botlibre.com), which, based on Positive psychology theory [36-37], 

will start one interactive chat with the individual. The speech signal is then stored on 

the device for post-processing. 

The answers on the BDI questionnaire are used as the ground truth towards 

defining the depression scale of the training set. Speech signal from the user is used to 

extract feature vectors. The features include the Mel-frequency cepstral coefficients 

(MFCCs) [36], speech duration, the duration of pauses, speech rate and the response-

to-question delay and several more described in the next section. These features and 

the gender of the user form the training set. 

4.2 Classification of Depression Scale 

During the second stage a user is classified in one of the fore-mentioned 

depression scales. The user’s responses to the chatbot’s queries are recorded. The 



resulting signal will be recorded for producing the feature vector to be classified using 

the training set. 

Another stage is to assess the effectiveness of classification. Towards evaluation the 

leave-one-out method is used, where each vector of the training set is sorted after 

removing the same vector. Finally, the resulting Confusion Matrix is used for 

estimating accuracy [39]. 

5   Methods 
5.1 Extracting the Audio Features 

The first step of our study before developing the framework is to evaluate the 

performance of voice features for detecting signs of depression. Therefore, the audio 

data provided by AVEC has been used, accompanied by their respective transcripts. 

The dataset consists of a series of pre-extracted features using the COVAREP toolbox 

at 10-ms intervals over the entire recording (f0, NAQ, QOQ, H1H2, PSP, MDQ, 

peakSlope, Rd, Rd conf, MCEP 0-24, HMPDM 1-24, HMPDD 1-12, and Formants 

F1-F3).  

For the purposes of the present work, the resulting time series data were submitted 

to additional preprocessing steps as follows: First, the participant’s voice was isolated 

using the time stamps in the transcripts. Segments with values of “<synch>”, 

“<laughter>”, “[laughter]”, “<sigh>” and “scrubbed entry” were ignored as non 

informative segments. Next, segments containing unvoiced segments (VUV=0) were 

removed from the final concatenated time series. Furthermore, to correct for instances 

of apparently inaccurate annotation analyses were restricted to continuous voiced 

segments lasting > 5 ms. To control for speaker dependency, the f0 was normalized to 

a scale of 0 to 1, and the deltas and delta-deltas were extracted for f0 and MFCCs.  

The main analyses consisted in computing three sets of features to be used in 

subsequent classification approaches using Matlab Treebagger (n=100 trees) 

classifier. The first set of audio features consisted of a series of statistical descriptors 

for each pre-extracted descriptor, while the second set consisted of Discrete Cosine 

Transform (DCT) coefficients for each descriptor. The first 10 values of the DCT 

were retained, reducing the number of parameters and therefore complexity. The third 

set of audio features consisted of 8 high level features which were computed for the 

entire duration of the concatenated time-series. The Pause Ratio was extracted 

measuring the frequency of pauses during the participant’s speech. Pauses were 

detected automatically using a pause detector, which relied on a low loudness 

detection function based on the Perceptual Quality measure. 

Some other features include the Voiced Segment Ratio (computed as the number 

of voiced segments divided by the length of the entire speech segment) and the 

Speaking Ratio (computed as the number of speaking instances that there is 

participant’s speech), divided by the total number of selected recorded segments, as 

SpeakingRatio = (#allinstants − #pauses)/ #allinstants 

Some more are the Mean Laughter Duration, defined as the duration of laughter 

segments divided by the total number of laughter instances; the Mean delay in 



response to chatbot’s questions; the Mean duration of pauses; the Maximum duration 

of pauses; The Fraction of pauses in overall time.  

Finally, the former two sets of features were individually combined in feature 

level with the high level features into single feature vectors. The final set of statistical 

descriptors with high-level features was of size 494, and the set of DCTs with high-

level features was of size 1278. 

5.2   Classification 

Gender-based classification for depression seems to substantially improve 

depression detection. In the present work, gender-based classification was 

implemented by building two different classifiers, one for men and another for 

women. The classifier for men was trained on feature-sets extracted from data of male 

participants and the women classifier from data of female participants. The classifier 

used was Matlab’s treebagger using a forest of 100 trees. 

6   Experimental Results 

Performance of classification was evaluated through training with the training set 

and subsequent testing with the development and test sets provided by AVEC. In 

addition, the algorithms were assessed using the leave-one-out procedure on the 

joined training and development sets. The gender-based approach outperformed 

gender-independent models with the audio statistical descriptors.  

More specifically, the F1-score for gender-independent classification was 0.24 for 

depression and 0.75 for non-depression. On the other hand, F1-score for depressed is 

0.59 and for non-depressed is 0.87. 

7   Conclusion 

The F1-score of the gender-specific audio feature classification depicts that there 

is correlation of voice to depression, as expected by literature. However, it is 

interesting to study if the features could be fused with more features extracted by 

more modalities, such as video or text transcripts. 

Future works include integrating the feature selection and classifications 

algorithms in a mobile application, where a chatbot will chat with patients. Patient 

replies will be recorded and post-processed for depression detection. 
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