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“When you ask what are electrons and protons I ought to answer that this question is
not a profitable one to ask and does not really have a meaning. The important thing
about electrons and protons is not what they are but how they behave, how they
move. I can describe the situation by comparing it to the game of chess. In chess, we
have various chessmen, kings, knights, pawns and so on. If you ask what chessman
is, the answer would be that it is a piece of wood, or a piece of ivory, or perhaps just a
sign written on paper, or anything whatever. It does not matter. Each chessman has
a characteristic way of moving and this is all that matters about it. The whole game
os chess follows from this way of moving the various chessmen.”

Paul A.M. Dirac



Hepiinyn

H emotun g xPavtikig mAnpogopiog eMOIOKEL TNV KATAVONGCT), GTO EVPVTEPO
mhaiocto g KPavrounyoviknig, g minpoeopiog ®g uotkd aAAd Kot ¢ pHodnuatikd
gpyareio. 'Etot, n katavonon tov 1otitav g kBaviikng tAnpopopiog (6mmg .. Tov
EVAYKOAGHOD), KpiveTon amapaitntn tpobnddeon yio v avdmtuén vémv KBavtikav te-
LVOALOYL®V. £TO TAOIG10 TNG SIONKTOPIKNG LOV £PEVVOC ACYOANONKAL LE OL). TNV AP KO-
TAVONON KOl TNV TEPLYPUPT TNG EMKOVOVING LETAED TOV OMOUOKPVOUEVDV KPAVTIKMDV
GLGTNUATOV OV OAANAETIOPOVY PECH £VOG KPavTiKoV ediov kat B). TNV KOTOOKELN
evog BepNTIKOL LOVTEAOD Y100 TNV KPP TEPLYPAPT] TOV POIVOUEVOL TNG UETAOOONG
™G TAnpoopiag, n onoia dev 0dnyel o mapafioon g artidtntog (Einstein causality).
['o 10 oKomd avtd, TNV TAPOVoa dATPP] LEAETHONKE TO GVGTNUO TOV OVO EVTIOTL-
OUEVOV OVIXVELTOV (OPUOVIKAOV TOAAVIOTMV) TOL OAANAETIOPOVV HEow €VOG Gpalov
Babumtod kPavikov tediov, otV KATAGTACT TOL KEVOD, HEcm piag Unruh-DeWitt aA-
MnAenidpaonc. To cHomua avtd eivar 16odVVapHo pe €va avolktd KPBavTikd chHoTNH
(QBM model), 6mov to medio mailer To péAo tov mepPdriovtog. Eivar axpipaog emt-
Moo kot amoteAel €vo LOVTELO KOTAAANAO yloL TV OVTILETOMION OgpeMd®V Tpo-
fAnubTov Tov a@opodv oTlg OAMNAETIOPAcElS HeTalh copaTdinv Kot tediov, Ommg
10 TPOPANUa ™G artotnTog (causality) kot g tonwottog (locality) otig petproeig
KBavtucov mediov (quantum field measurements) mov oyetilovton Kot pe To TPOGPATO
mpotevopeva kKPavtikd mepdpata 6to dtotnpa. H avaivon g axpiPoig Avong g
YPOVIKNG eEEMENG TOL HOVTELOV pag, 001 ynoe ota akdAovBa amoteréopata. 1). Kowvég
TPOGEYYIGEIS TOV YPNGUYLOTOLOVVTOL Y10 TNV UEAETI OVTIGTOL®V OVOIKTMV KPAVTIIKMV
GLGTNUATOV ATOTLYYAVOLV OTOV 1] ATOSTACT LETAED TV OVIYVELTOV (GLGTNUATOV) Yi-
vetat ion pe v Taén pey€Boug tov ¥pdvov amocvvieonc (relaxation time) Tov GLGTH LA~
TOG. ZVYKEKPYEVO, 1 LEAETN TNG OMNOVPYIONG TOV GUOYETIGUMV HETAED TOV ATOUAKPL-
GUEVOV OVIYVELTOV (GLGTNUAT®V) eV TEPLYpdpeTOL KaAd amd T cuvnOiopévn Bempia
Swtapayov (Bewpia dwatapaymdv 2ng Tdéng) kot v tpocéyyion Markov. i1). Yrdpyet
L0, LOVOOTKY] GV UTTMTIKY KOTAGTOGT GTNV OO0 KOTAANYEL TO VIO HEAETT) CUGTNLLO,
n omoia givon Katdotaon cvoyetiopov (correlated state), oyt Op®G KatdoToon EvayKo-
Mopov (entangled state), extog Kot av 1 amOcTOCT HETAED TOV OVIXVELT®OV Elval TAENG
peyEBoug Tov PNKOVG KOUATOS TOV OVTAAAAGGOUEVOL LETOED TOVGS, KPAvTov. 1i1). Télog,
Slmotddnke OtL N €EEMEN TOV PUIVOUEVIKA EVTOTIGUEV®V TOPATNPNCIUOV UEYEODY
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etvar pun-outiaxn. To televtaio etvar pia onpavTikn enidelgn Tov TPOPALATOS TV dVO
atopmv Tov Fermi, og éva cuatnua mov propel va emlvbet pe akpipela. Yrootmpilovpe
OTL 1 £VVOl0 TOV EVAYKOAIGUOD GTO GYETIKIGTIKG GUCTHOTO, Kol EOIKOTEPO 1 LEAETN
™G QUVOIKNG onpaciog g e€aywyng Tov evaykoMcopov and to kevo (Harvesting) amon-
tel emovokafoptopd Adym Tov TPOoPANUATOC TS aNTOTNTAG. TO OmOTELET O TG £PEVVOG
AVTNG, AVOUEVETOAL VO GOUPAALEL GTNV AVATTUEN TOL TOpEN TG KPOVTIKNG TANpOpOpiag,
HEGO OO TO ATOTEAECLLATO, TTOV APOPOVY GTNV KATAVONGT TG KPAVTIKNG EMKOV®VING
0€ PEYAAES AMOCTAGELS.
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This thesis is a contribution to the debate on (a) fully understanding and
describing the communication between remote systems through quantum
tields, and (b) constructing a theoretical model for accurately describing the
information transmission, which does not lead to a violation of causality. To
this end, we studied the system of two localized detectors (oscillators) in-
teracting through a mass-less scalar quantum field in a vacuum state via an
Unruh-DeWitt coupling. This system admits an exact solution is providing a
good model for addressing fundamental issues in particle-field interactions,
causality, and locality in quantum field measurements that are relevant to
proposed quantum experiments in space. Our analysis of the exact solu-
tion led to the following results. (i) Common approximations used in the
study of analogous open quantum systems fail when the distance between
the detectors becomes of the order of the relaxation time. In particular, the
creation of correlations between remote detectors is not well described by
ordinary perturbation theory and the Markov approximation. (ii) There is
a unique asymptotic state that is correlated; it is not entangled unless the
detector separation is of the order of magnitude of the wavelength of the
exchanged quanta. (iii) The evolution of seemingly localized observables is
non-causal. The latter is a manifestation of Fermi’s two-atom problem, al-
beit in an exactly solvable system. We argue that the problem of causality
requires a re-examination of the notion of entanglement in relativistic sys-
tems, in particular, the physical relevance of its extraction from the quantum
vacuum.
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Chapter 1

Introduction

Understanding how spatially separated quantum systems interact via rel-
ativistic quantum fields becomes increasingly important. Many proposed
quantum experiments in space lie in the regime where relativistic effects be-
come important. Our ability to construct entangled states of atoms at large
separation will reach a regime where retarded propagation of photons will be
a significant factors, thus, allowing us to explore experimentally the interplay
between entanglement and relativistic causality. Furthermore, the interplay
between localization and causality is a source of long-standing problem in
the foundations of Quantum Field Theory (QFT).

In this research, we study an exactly solvable model that allows us to ad-
dress issues such as the above. The model consists of two harmonic oscilla-
tors interacting with a quantum field through and Unruh-DeWitt coupling
[1, 2, 3]. The field lies initially at the vacuum. The harmonic oscillators can
be viewed as detectors or as crude approximations to atoms (N-level sys-
tems). Finding and analysing the exact solution to the system, we obtain the
following results.

[i]lUsual approximations employed in the treatment of similar quan-
tum systems (Markov approximation, perturbative master equation,
Wigner-Weisskopf approximation) fail if the separation of the two de-
tectors becomes of the order of relaxation time or larger. In particu-
lar, the above approximations break down completely in all processes
that involve the exchange of information between the two subsystems.
While this result is derived in a specific model system, the context in
which it is obtained is quite generic for open quantum systems, and
for this reason we believe that it has a broader applicability. It has im-
portant implications. For example, it suggests that at least some en-
tangled states for atoms at large separations manifest significant devi-
ations from exponential decay. There is a unique asymptotic state of
the system that is correlated. Entanglement generation persists at times
of the order of the relaxation scale, and hence, this result goes beyond
most studies of entanglement generation (or harvesting) from the vac-
uum that rely on time-dependent perturbation theory. If we assume
that the variables pertaining to detectors are localized quantum observ-
ables, then the reduced dynamics of the detector are non-causal. This
is a common issue in analogous systems, like for example, the famous
Fermi two-atom problem—see, below. Having an exact solution allows
us to show that this behavior is not an artefact of an approximation in
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the derivation of the dynamics. Rather, its origins are kinematical: we
need to identify new observables that also involve the field degrees of
freedom in order to describe localized measurements. This conclusion
implies that entanglement generated between the detectors may not be
a physically meaningful quantum resource to harvest.

The broader context of our results is the following. Non-Markovian dynamics.

A localized quantum system, such as an atom, in an excited state decays to
the vacuum through its interaction with a quantum field, even if the latter is
in the vacuum state. Such decays are typically exponential. When the system
is treated using the theory of open quantum systems, the exponential decay
law arises as a consequence of Markovian open system dynamics.

Markovian dynamics are generic for weak coupling of the system to en-
vironment. The second-order Markovian master equation become exact at
the van Hove limit [4], where the system-environment coupling A while the
rescaled time At is constant [5]. It provides an excellent approximation for
a large class of systems, especially in atom optics. However, comparison
with exact solution of the evolution equations—as, for example, in quan-
tum Brownian motion [6]—shows many regimes in which the second order
master equation fails. In particular, the van Hove limit may not be physical
relevant in cases where the open system dynamics are characterized by long
time scales other than the dissipation time. This occurs for example, if the
environment is characterized by resonance frequencies or thresholds [7]. In
this paper, we present another case of failure of the Markovian approximate,
due to the time-scale of traversal time in a bipartite system with components
at large separation.

There is an increased emphasis in recent years towards understanding
non Markovian dynamics in open quantum systems, because of their rel-
evance to many physical contexts, for example, condensed matter physics,
quantum control, quantum biology and quantum optics—see, [8] and refer-
ences therein. Furthermore, our ability to prepare entangled state in multi-
partite systems provides novel technical and conceptual challenges to the
theory of open quantum systems, because they go beyond the traditional
paradigm of a central, localized system weakly interacting with an environ-
ment.

Consider, for example, two atoms prepared in an entangled state and sep-
arated by distance r and interacting with the quantum electromagnetic field.
For small separations, this system is well described by the second order mas-
ter equation, see, for example, Ref. [9]. However, as the separation increases,
approximations involved in the derivations of the second order master equa-
tion break down, for example, the Rotating Wave Approximation [10] ,[11].
When r becomes comparable to the decay time of the atoms I'™!, the van
Hove limit—descaling the time ¢ but not the distance r—is not a useful ap-
proximation. Simply by analyzing the mathematical assumptions involved
in the Markov approximation, we expect the decay of an entangled pair of
atoms to be strongly non-Markovian, when I'r becomes of order unity or
larger, or equivalently when the decay time scale is of the same order with
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the retarded propagation time-scale. This expectation is verified by our anal-
ysis.

Note that this breakdown of Markovian behavior is a non-perturbative
effect: I' is proportional to the coupling constant, but we can always find a
distance r such that I'r ~ 1. For quantum states relevant I'r ~ 1 for r of the
order of hundreds of meters or kilometers.

Fermi’s two-atom system. Furthermore, the two-atom system is a classic exam-
ple for understanding transmission of information through quantum fields
that originates from Fermi [12]. He showed that the transmission of informa-
tion between the two atoms occurs in accordance with Einstein locality, i.e.,
there is Fermi assumed that at time + = 0, atom A is in an excited state and
atom B in the ground state. He asked when B will notice A and move from
its ground state—see fig. (1.1). In accordance with Einstein locality, he found
that this happens only at time greater than r. It took about thirty years for
Shirokov to point out that Fermi’s result is an artifact of an approximation
[13], [14].

Several studies followed with conclusions depending on the approxima-
tions used. It was believed that non-causality is due to the use of bare initial
states, and that it would not be present in a renormalised theory. However,
Hegerfeld showed that non-causality is generic [15], [16], as it depends only
on the assumption of energy positivity and on the existence of systems that
are localized in disjoint spacetime regions—see also [17].

ezcited state, * R >

FIGURE 1.1: Two systems A and B in the distance r between them. For
t = 0, the system A is located at the excited state and the system B at the
ground state and initially do not interact with each other. [15]

Entanglement generation. It is well known that two systems that do not di-
rectly interact may become entangled through their interaction with a third
system. This general result also applies to localised systems (detectors) in-
teracting with the quantum field. The detectors may develop entanglement
even if the field lies on its ground state [18]. This process is called entangle-
ment harvesting and it has been extensively studied for different initial detec-
tor states, detector trajectories, or spacetime geometries—see, for example,
[19, 20, 21]. Interestingly, this process of entanglement creation may also take
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place between objects that remain spacelike separated, i.e., in some models,
entanglement is seemingly generated outside the lightcone [22, 23, 24].

However, it is far from obvious that the usual notion of entanglement,
defined with reference to non-relativistic physics, is an appropriate quan-
tum resource for relativistic systems described by QFT. A proper quantum
resource should be compatible with strong locality and causality constraints
on acceptable physical observables that are required by QFT. Indeed, Fermi’s
problem is an indication that special care is needed in identifying acceptable
local observables in a relativistic quantum system.

Our model. In this research, we study the causal propagation of information
between separated Unruh-DeWitt (UdW) detectors [2], rather than between
two atoms. An Unruh-DeWitt detector is a point-like quantum system that
interacts with a quantum scalar field through a dipole coupling that mirrors
the coupling of atoms to the electromagnetic field. The interaction of mul-
tiple UdW detectors with a quantum fields has been employed in order to
study, for example, accelerator induced disentanglement [25], entanglement
creation outside the lightcone [24], relativistic teleportation protocols [26],
causal propagation of signals perturbatively [27], and entanglement harvest-
ing [28].

The main benefit of using the UdW detectors for studying information
transfer is that they admit exact solutions. In particular, if (i) the self-Hamiltonian
of each detector corresponds to a harmonic oscillator, and (ii) the initial state
of the field is Gaussian, then the system of N detectors interacting with the
quantum field is mathematically equivalent with a Quantum Brownian Mo-
tion (QBM) model for N oscillators in bath. The latter system is exactly solv-
able [6, 29, 30]. Hence, we can compare the predictions of any approximation
with those of the exact solution.

This Ph.D. thesis is structured as follows.

In Chapter II, we present some basic concepts of the theory of open quan-
tum systems. We provide the derivation of the (Markovian) second order
master equation-which is used to describe the dynamics of an open system-—
focusing on the approximations that are usually employed in its derivation.

In Chapter III, we introduce the Quantum Brownian Motion (QBM) model
for multipartite systems. We present the general solution to a QBM model
with N-system oscillators interacting with an environment at a thermal state.

In Chapter IV, we present our model of two Unruh-DeWitt detectors in-
teracting via a massless scalar field. The two-detectors model is a special
case of the N-system QBM model. We find an exact solution to the evolution
equations of the two-detector system. We prove that the Markov approxi-
mation breaks down completely when describing the transfer of information
between remote detectors. In Chapter V, we present some applications of our
model. We derive the generalized uncertainty relations for the two-detectors
system. Employing the Positive Partial Transpose (PPT) criterion, we iden-
tify a unique asymptotic state that is correlated, and entangled at small dis-
tances. Moreover, we demonstrate that our two-detector model exhibit the
same non-causal behaviour to the Fermi’s two atom system, and we discuss
the implications, and how causality can be restored.
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Finally, in Chapter VI, we summarize and discuss the results of our thesis.






Chapter 2

Open Quantum Systems

In this chapter, first, we present the difference between closed and open
quantum systems. Also, we provide the second-order Master equation that
describes the dynamics for the case of open quantum systems. Besides, we
describe the approximations and the models that we use to construct the
Master equation, i.e., the equation of motion for the reduced density matrix
of the system.

2.1 Theoretical Background

In the Quantum Information Theory, the qubit is considered the basic unit
of organization of information. Unlike the classic bit that can be prepared
at only two states, either |0) or |1), the qubit can be prepared in the super-
position of state |(t)) = a|0) + b|1), where a,b are complex numbers. Due
to this property, i.e., the superposition principle can be used (a) in quantum
optics for the study of photon polarization, (b) in the physics of concentrated
matter, and (c) in a multitude of other physical systems. A particular interest
is (d) its application to quantum information systems.

For the sake of simplicity, we can represent the qubit states as points on
the Bloch sphere (Fig. 2.1). The states |0) and |1) are points at the north and
south pole. Also, the eigenstates of the Pauli operators oy and ¢, corresponds
to the x and y axes.

ZA

<y

FIGURE 2.1: Representation of a qubit state on the surface of the Bloch
sphere.
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According to the literature, in order to implement the quantum informa-
tion systems, we can use the open quantum systems. An open quantum sys-
tem interacts with the surrounding environment and loses part of its quan-
tum state in the form of energy and information. The loss of energy between
system and environment is known as decoherence [31], [32], [33], [5], and
is often regarded as the important problem of quantum technologies, as it
destroys all quantum resources of the system, such as entanglement and su-
perposition.

Every open quantum system S interacts with a surrounding system that
it called environment E. The latter is usually approached by many degrees of
freedom. The total S + E system is a closed quantum system. In this access,
we can only have to the degrees of freedom specified by the system S. The
state of this subsystem changes due to its interaction with the environment,
and this development can no longer be described by a Hamiltonian.

The study of open quantum systems requires the evolution of the density
matrix, commonly called the Quantum Master Equation. In the literature, for
the description of open quantum systems, we usually chose two models, the
quantum Brownian motion model [34] and the spin-boson model, The first
model consists of one or more particles interacting with a thermal bath. The
bath is modeled by a set of harmonic oscillators, initially at a thermal state of
temperature T [35].

In the second model, the system interacts with the environment, which
is modeled by a set of } spin particles. This model is suitable for very low-
temperature environments and for well-located ways of oscillating the envi-
ronment [36]. Therefore, this model can be used very well at the laboratory
[37], [38]. A subcategory of the quantum Brownian model is that in which a
harmonic oscillator interacts with an environment that is treated as a thermal
bath in the equilibrium state and consists of an infinite number of oscillators
[34]. This model completed with the construction of the Master equation, but
also with the finding the solution of [29], [6] and [39], [40]. In most realistic
systems, the Master equation is derived from many approximations. One of
them is the Markov approximation, that is considered the most important,
according to which, the time evolution of the state of the system becomes
in a larger time scale than the time scale that characterizes the environment
correlation. The system does not have a memory of its previous state, and
it is known as the Markovian system. The interaction of open systems with
the environment is suitable for the study of the phenomena such as (a) the
loss of energy from the system to the environment, (b) the diffusion, (c) the
decoherence [31] and (d) the entanglement.

21.1 Open quantum systems: description

Most realistic physical systems interact with their environment and exchange
energy and information. For one to study such systems, it should extend the
class of closed systems already existing in quantum mechanics by introduc-
ing a new, general categorization of open quantum systems.
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An open quantum system is a quantum system S, which interacts with
another quantum system called environment E. ! The total S + E system is
a closed quantum system, and the access we can have is only in the degrees
of freedom defined by the system S (Fig: 2.2). The state of this subsystem
changes due to its interaction with the environment, and a Hamiltonian can
not describe this development. The dynamics of this subsystem are called
reduced system dynamics and the system reduced system.

The shift towards the study of open quantum systems arose from the need
to manipulate the transmission of quantum information, which implies the
control and the full determination of the environmental impact of the quan-
tum system.

Because the theory of the open quantum systems describes the real phys-
ical systems and specifically their interaction with the environment, they are
suitable for studying phenomena such as energy loss from the system to the
environment, dissipation, entanglement, and decoherence. At this point, it is
worth for us to mention that all these phenomena treated by the literature as
extremely critical parameters for (i) the advancement of research and (ii) the
creation of quantum computing.

In contrast to the study of closed systems, whose time evolution was de-
scribed by the Schrodinger equation and a unitary operator, the study of
open quantum systems requires the equation of density matrix evolution.
The equation of evolution of the density matrix is called the Quantum Master
Equation. It is non-unitary and irreversible, and for her construction, we use
some approximations and theoretical models.

An essential model in the study of open quantum systems is the quantum
Brownian motion model. This model describes one or more particles interacting
with a heat bath. The bath is modeled by a large number of harmonic oscilla-
tors initially at the thermal state. It is used to describe even non-Markovian
systems, i.e., open systems that display memory phenomena. There are two
matrices, the dissipation and the noise kernel, that contain all the information
that the open system loses during the interaction with the environment.

2.1.2 The dynamics of closed quantum systems

A quantum system is closed when it does not interchange any information
with its surrounding system. The time evolution of a state |i(t)) of a closed
quantum system is unitary i.e. can be described by a unitary operator U. So,
for a closed system with Hamiltonian H(t) = Hs ® Ig + Is ® Hg + H;y, is
given by the Schrodinger equation:

AP _ gy ipe), @y

IThe system that called environment is usually approached by many degrees of freedom,
and for the sake of simplicity it is modeled using spectral density.



10 Chapter 2. Open Quantum Systems

where F(t) is the Hamiltonian of the system and # = 1. The solution of
Schrodinger equation is determined by the equation:

[p(t)) = Ut to)[1p(to))- (2.2)

where U(t, t) is the unitary time-evolution operator, that satisfies the condi-
tion:

U (1, ) U (L, tg) = U(t, o) U (t, tg) = 1. (2.3)

With the substitution of the eq. (2.2) into eq. (2.1), the unitary time-evolution
operator U(t, ty) takes the form:

i%l:l(t, o) = F(H Ut to), (2.4)

with initial condition:
Ul(to, to) = 1. (2.5)

In the case of a closed isolated system (the Hamiltonian is time independent),
the operator U(t, ty) is given by the equation:

U(t, ty) = e H=10), (2.6)

However, if Hamiltonian H is time-dependent, the operator U(t, ty) is given
by the time-ordered exponential:

. t A
Q(t, to) = To_e~ Ly 716)] 2.7)

where T, is the chronological time-ordering operator, which assigns time-
dependent operators from right to left in the direction of the arrow. Assum-
ing that the system is not in a pure state |(¢)) but in a mixed state, for its
description we use an operator p, called a density matrix. The density matrix
operator has the following form:

& for a pure state, i.e. a physical state with maximal knowledge
po(t) = [¢a(to)) (¢a(to)], 2.8)
e for a mixed state, i.e. a physical state with partial knowledge

Po(t) =Y walwa(to))(Ya(to)] (2.9)

where p is a statistical operator and w, are positive weights.

The time evolution of a mixed state with density matrix §(¢) is called the
Liouville-von Neumann equation and can be written as:

P — A, p(0) 210)
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where p(f) can be written as:
p(t) = Ul(t,to)p(to) Ut to) (2.11)

and 7 = 1. The equation (2.10) is the quantum analogue of the classical
Liouville equation, which is written as:

P _ L) 2.12)

where L(t) is called Liouville super-operator because it acts on an operator
to yield another operator and is equal to —i[H(t),f(t)]. The solution of the
equation (2.12), in correspondence with the expression (2.7) is the following;:

t ~
b(t) = Teexp [/t dsL(s)] b(to) (2.13)
0
and in the case of independent Hamiltonian take the form:

p(t) = el =lp (k). (2.14)

2.2 The dynamics of open quantum systems

As we mentioned at the beginning of the chapter, an open system is a quan-
tum S system that interacts with another quantum system E called environ-
ment (see Fig. (2.2)). The environment E is usually the system with the infi-
nite number of degrees of freedom, and for its description, particular mod-
eling is used, as well as appropriate initial conditions. The evolution of the
subsystem S is due to the interaction of this subsystem with the environment
E. This interaction is manifested with two essential processes: one of them is
the dissipation, and another is the noise. In the diffusion case, there is a loss
of energy from system S to environment E. On the other hand, in the second
process, there is a loss of energy which returns to the system again. In this
case, however, the system lost any information. Because of these processes,
the time evolution of the system S can not be described with unitary opera-
tors but obeys a dynamic called reduced system dynamics. In this case, the
system is characterized as a reduced quantum system. It follows a schematic
representation of an open quantum system.

Both the system S and the environment E are subsystems of a larger,
closed, generally quantum system S + E. Each individual system is char-
acterized by a Hilbert space. The system S is described by Hilbert Hg, the
environment E from Hg and the total system S 4 E from the H ® Hg. The
total Hamiltonian consists of three terms and is given by the following ex-
pression:

HAipp = Hs ® Ig + Is @ Hg + Hyy (2.15)
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(S+ B, Hs®@Hp,p)

S, Hs, ps)
System

(B7 HB', PB)
Environment

FIGURE 2.2: Schematic representation of an open quantum system S + E, with
E = B[33].

where Hs is the self-Hamiltonian of the open system S, H is the free Hamil-
tonian of the environment E, and H;,; is the Hamiltonian that describing the
interaction between the system and the environment.

The theory of Open Systems (O.Q.S.) describes the dynamics of the evolu-
tion of the subsystem S with similar techniques with the statistical mechanics
into non-equilibrium quantum systems. An open quantum system is a theo-
retical construct suitable for the study of the dynamics of the non-equilibrium
quantum systems and therefore is very useful for addressing fundamental
issues (such as the transition from quantum to classical theory through the
environment caused by the phenomenon called decoherence).

As mentioned earlier, an open quantum system always interacts with its
environment, and during this interaction, two effects happen. Energy from
the system is transferred to the environment (dissipation), or the information
is transferred from system to environment and a part of this, returns again to
the system. In this case, any information is lost (noise).

The theory of open systems is critical in several fields such as physics of
condensed matter, quantum optics [41], the theory of quantum measurement,
[42], non-equilibrium field theory, quantum cosmology and in semi-classic
gravity.

In most cases, the study of the total system S + E and especially of the
environment E with infinite degrees of freedom is a complex issue. It is nec-
essary to construct a set of differential equations describing the dynamics of
the total system. Also, sometimes, the determining of the quantum quantities
of interest requires finding their expectation value, but it refers to some of the
degrees of freedom of the total system. To be able to describe quantum sys-
tems in which we do not have full access, we use several approximations to
construct a set of physical relevant observables, that is, a level of description
or coarse-graining of the system.

If we consider an observable A, that refer to subsystems in the pure state
with expactation value given by the form:

(A) = (p|Alyp) (2.16)
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and using the definition of density matrix

o= |w) (¥l (2.17)
the expectation value of an observable A, can be written as:
(A) = tre{ Aps} (2.18)
where
ps = trep (2.19)

is the reduced density matrix of the system S, and is obtained by taking the
partial trace over to the degrees of freedom of the environment E . There are
two classes of state representing by the density matrix p. The first one is the
pure state, and the second one is the mixed state. In the first case, all the
objects of the ensemble are in the same state, represented by the pure state,
and the expectation value can be written as:

(A) =Y |chlan (2.20)

where a,, is the eigenvalue of the Hermitian operator A and |c?| is the prob-
ability of the measurement of the a,,. On the other hand, if the objects of the
ensemble are not in the same state, then they define the statistical mixture or
the mixed-state. So, the reduced density matrix can be calculated as:

ps(t) = ) pili(6)) (wi(t))| (221)
and the expectation value as:

(A) = Zpi<¢’i‘A’lPi> (2.22)

where |¢;(t)) are the orthogonal basis and }; p; = 1. The density matrix
has some properties, two of them are an useful tool for the measurement of
mixedness, i.e. :

e Trp =1 = for a pure state

o Trp < 1= for a mixed state.

If we need to determine the dynamics of the system S and not the environ-
ment E, which is considered unchanged, we use the reduced density matrix
operator ps(f). This operator derives from the density matrix of the total
system p(t) by taking the partial trace over the degrees of freedom of the
environment, and corresponds to the density matrix ¢(f) which obeys the
Liouville-von Neumann equation with 7 = 1, i.e. the description of its equa-
tion of motion is given by the expression:
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d

Eﬁs(f) = —itrg[H(t), p(t)] (2.23)

In most cases, we study complex systems in which finding the reduced den-
sity matrix with the above process is not an easy task. But using the Master
equations, we can directly calculate the density matrix of the system pgs(t)
with the help of the relation:

ps(t) = V(£)p(t) (2.24)

where the matrix V(t) is a dynamical map and called super-operator, which
means that acts to operators.

2.3 Quantum Markovian dynamics

The Markov approximation refers to the small memory that displays the en-
vironment when interacting with the system. If we suppose that the interac-
tion between the system S and the environment is weak and if we consider
that at the time t = 0, the state of the total system can be described by the
following equation:

p(0) = ps(0) @ pe(0) (2.25)

where p5(0), o£(0) are the initial state of reduced system and the initial state
of the environment, respectively. The evolution of the density matrix pg(f)
from the initial state at time t = 0 to another state p(t) at time t is given by:

0s(0) — ps(t) (2.26)

where the operator V() is called super-operator as it acts on the S(Hs) of
the reduced density matrix of the system into self.

V() : S(Hs) — S(Hs) (2.27)
For the total system, we have:
o(t) = U(t, to)p(to) U™ (t, to) (2.28)
therefore
ps(t) = tre{U(t, to)[ps © e (0)]U (1, to) } (2.29)

The above display is called dynamic map and describes the evolution of the
state of the open system at time t. For the study of dynamical map, we use
the spectral decomposition of the density matrix operator pr. So we have:
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=Y Ailgi) (¢l (2.30)

i

where |¢;) is a orthogonal basis into Hilbert space Hr and A; are the positive
real number, that satisfy the condition:

Y Ai=1 (2.31)

The map V; is a completely positive linear mar if it can be represented by the
Kraus representation, which means that it can be described as:

V(t)ps = Y Rap(t)osKis(t) (2.32)
«,p
where,
Rup(t) = y/Ap < @u|U(t,0)|Dp > (2.33)

The operators K,s(t) obey the relation:

ZK K = I (2.34)

So, we get:

trs{V(t)ps} = trsps =1 (2.35)

The dynamical map ®; acts at the any initial state ps(0) of the system and
corresponds the initial state to the state at time t, ps(t), according to the fol-
lowing representation:

ps(0) — ps(t) = Vips(t) (2.36)

The dynamical map V; is a completely positive linear map with trace Tr[V;p] =
Trp. The dynamical map satisfies the following property:

V(t)V(ta) = V(t1 +t2), t1,t2 >0 (2.37)

2.3.1 Quantum Master Equation: Markovian approximation

In the case where the quantum semi-group has the following form:

N

V(t) =elt (2.38)

where L is a linear map, then the dynamics of the system can be describe
from the first order differential equation, that called Markovian Quantum
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Master Equation and has the form:

%ﬁs(f) = Lps(t) (2.39)

The construction of the super-operator [ requires that the complete basis of
the orthogonal operators G;,i =1,2,-- -, N2 can be determined as:

(Gi, G]) = t?’s{é;éj} = 51']' (2.40)

with tr;G; = 0. Applying the completeness relation to Kxﬁ(t) operators, we
obtain:

N2
Rap(t) = )3 Gi(Gi, Rup(t)) (241)

NZ
V(t)ps = Y cij(t)GipsG] (2.42)
ij=1
where
Ci]'(t) = Z(éi,Kaﬁ(t))(Gj,Kaﬁ(t))* (2.43)
ap
Finally, we have :
N2
Lps = —i[H,ps] +{M,ps} + Y a;;GipsG] (2.44)
ij=1
where,
. Cij(e)
=1 2.45
lxl] elir(l) € ( )
and
) 1 N2=1 .
M= - ) 2;;G G; (2.46)
ij=1
If we use the transformation:
A N2_1 A
Gi = ukiAk (247)
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with
11 0 0
0 0
woat — 72 (2.48)
o 0 . 0
0 0 TN2-1
we have:

d oA A
9 bs(t) = ~ilA, ps(8)] + D(ps 1) 250
where
NET o T 1 s
D(ps(t) = X e (AsAl - patAips — JsAlA) @5
k=1

is the dissipator. The equation (2.50) consists of two terms. The first term
corresponds to the unitary evolution of the system and is the Von-Neumann
equation. The second term describes the non-unitary evolution of the system,
and it describes the information needed for dissipation and decoherence. The
equation (2.50) is called the Gorini-Kosakowski-Sudarshan-Lindblad (GKSL)
Master equation or Lindblad Master Quantum Equation. All information on
the system’s interaction with the environment is expressed by the second
term of the right-hand part of the equation (2.50). The operators A are often
called Lindblad operators, and the parameters <y are called relaxation rates
and are the ones that together with the Hamiltonian interaction H;,; define
the interaction channels with the environment.

We conclude that by working on the Markov approximation, we can con-
struct the quantum Master equation for the system, and it is already known
its form. The quantum Master equation in this approximation has the form
(2.50), of a Lindblad-type quantum Master equation. In the Markov approx-
imation, which is applied at very high temperatures, during system and en-
vironment interaction, the information lost by the system is not saved in the
environment, and therefore, the environment does not display memory ef-
fects.

24 Weak-coupling limit: Born approximation

An important approximation to construct a quantum Master equation is the
Born approximation, which works with the Markov approximation, so we
are talking about the Born-Markov approximation. The Born approximation
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is based on the hypothesis of weak coupling approximation between system
and environment. In this approximation, the environment or the reservoir
as we might otherwise find it is a heat bath. It is in thermal equilibrium,
and in the case of this equilibrium perturbation, the environment returns in
a concise time. The time to return to equilibrium, i.e., the response time in
the Born approximation, is very short.

2.4.1 Redfield equation

If we consider the the interacting between the system S and environment is
weak, the total Hamiltonian has the form:

H:H5+HE+H1 (2.52)

where, Hg, Hr are the Hamiltonian of the system and environment and H
is the Hamiltonian of interaction between the system and the environment.
The evolution of the total system in the interaction picture, is given by:

p(t) — e(H5+HE)tp(t)e—i(H5+HE)t (253)

The von-Neumann equation in the interaction picture for the total density
matrix is:

() = ~ilAi(1),p(1)] @259
where
(1) = p(0) i [ ds[F (), p(s)] 259)

The equations (2.54) and (2.55) yield:

%ps(t) = /Ot dstre[H(t), [Hi(s), p(s)]] (2.56)

We suppose that:
tre[H(t),0(0)] = 0 (2.57)

The equation (2.56) corresponds to the equation of motion for the density
matrix p(t) of the total system. Using the Born approximation, which the
coupling of the system and the environment is negligible and therefore the
effect of the system on the environment is very small (weak-coupling ap-
proximation), without implying that the system cannot cause any kind of
stimulation in the environment. Therefore, due to this negligible effect of
the system on the environment, the density matrix of the total system can be
written as follows:

p(t) ~ ps(t) @ Pe(t) (2.58)
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and the equation (2.56) becomes:

05(8) = — [ dstrelAr(0), [A(5), s 5) @ ] 259)

The above equation can be simplified using the Markov approximation, in
which the state of the system refers to the present and it does not depends on
the past history. Therefore the Master equation takes the following form:

Los(t) = — [ astrel Ar(0), (A, (1) @ )] 2:60)

This equation is called Redfield equation, and although local in time, it is not
a Markovian quantum Master equation since it depends on the initial state
of the equation and substitution of s — t — s is sufficient. So, we have:

os() = — [ astrelB(e), (Bt — ). ps() opel]  261)

Now, we must introduce the Hamiltonian of interaction. If we assume the
general diagonal form such as:

Hi(t) =) Ay ® B, (2.62)
o

where A;ﬂ = A, and Bi = B,, the equation (2.61) becomes:

d . o A A A A . .
595('5) = - /0 ds ) tre[An(t) @ Bu(t), [Ap(t —s) @ Bg(t —s), ps(t) @ p]]
ap
(2.64)
We define the operators:
Ag(w) = Y TI(e)I1(€') (2.65)
with the following properties:
[As, Au(w)] = —wAy(w) (2.66)
A5, Al(w)] = wAl(w) (2.67)

eiHsz ) —iHSt — e_ithlx ((U) (268)

w(w)e
st Ay (w)e st = oW AT (w) (2.69)

to
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Also,
[Hs, As(w)Ag(w)] = 0 (2.70)
Al(w) = Ay(~w) (2.71)
Y Au(w) = Y Al(w) = A4 (2.72)
w w
Finally, the Hamiltonian can be written as:
ZA ) ® By = ZA* ) ® By (2.73)
In the interaction picture:
Hi =Y Aww)®By=Y Al(w)® B} (2.74)
oW oW
where
By (t) = eFlE By iHEl (2.75)
with:
tre[Hr(t), p(0)] = 0 (2.76)
and finally,
< By(t) >=tr{B,(t)pe} =0 (2.77)
the equation (2.61) becomes:
d ~ e A ~ PR A N ~ ~
aps(t) = /O dStVE{H[(t - S)ps(t)pEH[(t) - H[(f)H[(t - S)ps(t)p]g}
+h.c.(2.78)
= ¥ L T (@) (Ap(@)ps (D AL(w') = AL (@) Ag(w)ps(H))
w,w' B
+h.c.(2.79)
where
Cuplw / dses < BY(t)By(t —s) > (2.80)
Introducing the environment correlation functions, with the relation:
< Bi(t)Bp(t —s) >= tre{B}(t)Bg(t — s)pe} (2.81)
and assuming that the environment is in thermal equilibrium, that is:
[Ar,pp] = 0 (2.82)

< Bi(t)Bg(t—s) > = < Bi(t)Bs(0) > (2.83)
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We have:
dtps ;%cm (w)ps () Ai(w) — Ad(w) Ag(w)ps(1))

+he. (2.84)

where
Cupl@) = 2 7ap(@) + iS4p(@) (2.85)

and
Sp(@) = 3:(Coplw) ~ Clp(w))  (286)
Top = Capl@) + Ciplw) = [ dse*(BL(DBs(0)  @87)

Finally, the Master equation in the interaction picture is as follows:

% 5(t) = ~ilAs, ps(0)] + D(ps(1)) @89
with
His =Y ) Sup(w)Af(w)Ap(w) (2.89)
w,xﬁ
and
o 1ot a0
D) = L) (Astw)ps(0ALw) = 3{ALw)Aglw),ps) 290

The coefficients 7,p is the relaxation rates for the different decay modes of
the open system and are given in the terms of the correlation functions of
the environment. Also, this coefficients contain all the information about the
energy and information that losed of the system during its interaction with
the environment. The RWA [33] approach should also be used to convert the
above equation to Lindblad form. Using this approximation also results:

%ﬁs@ = —i[HLs, ps(t)] — —Zk kL, [Lyus s ()] (2.91)

All the physics is at the coefficients k;, and most of the time it’s a difficult task
to calculate.

At this point, it is worth noting that the description of the dynamics of the
reduced quantum system using the Markovian quantum master equations
for time scale greater than the order of magnitude of the correlation time ¢g
has not yet been resolved (ts > tg).
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2.5 Rotating Wave Approximation

The Rotating Wave Approximation (R.W.A.) is a useful approximation for the
construction of the Lindblad Master equation and is divided into two cate-
gories. The first one, which we call pre-trace rotating wave (pre-TRWA), is
the approach applied before we trace out the degrees of freedom of the en-
vironment and which results in a new Hamiltonian, free from all its terms
Hamiltonian interaction oscillate very fast. The second category that distin-
guishes R.W.A. is called post-TRWA, refers to the conversion of the Master
equation for the open quantum system, to a Lindblad Master equation, and is
applied after tracing out the degrees of environmental freedom in the Master
equation. According to the report [11] for a detailed description of the quan-
tum state of an open quantum system and the calculation of entanglement
dynamics, the RW.A. approach is not recommended. In particular, in the
case of a thermal environment in equilibrium state or multi-frequency envi-
ronment, only post-TRWA gives valid results. Therefore, the R.W.A. approx-
imation is not a useful approximation for finding accurate results, especially
in the case of qubit study over a very long distance.

2.6 Perturbation theory

The Master equation is a differential equation describing the evolution of the
reduced density matrix of an open system. The Master equation for linear
coupling to the high-temperature ohmic environment was first developed by
Caldeira-Leggett [34], expanded by Unruh and Zurek [43] and eventually
emerged for the general environment (i.e., arbitrary spectral density func-
tion) by Hu, Paz, and Zhang [6]. This effect can be extended to the case of
nonlinear coupling using perturbation theory by leading only second-order
terms.

In quantum mechanics, the perturbation theory is a set of approximations
used to describe a complex system with a simpler matrix. Using the solu-
tions mentioned in the Hamiltonian of the simple system, we can derive the
solutions for many complex quantum systems. Since it is an approximation
method, we can use it to construct a Master equation, that is, an equation
describing the time evolution of an open quantum system. The perturba-
tion theory applies only in the case of weak system-environment interaction,
and in most cases, we hold conditions up to second order. Finally, mainly
in quantum optics, one more approach, the Wigner-Weisskopf approach, is
used to study phenomena that require the construction of a Master equation.

The approximations mentioned above allow us to construct the Master
equation more easily. In most models, the Master equations are of the second
order Lindblad type, and the system-environment interaction is expressed
through the Ay operators of the equation (2.51). Although this equation gives
us valid results for the evolution of an open quantum system, since it has
been extracted using approximations, it has no general validity. It can be ap-
plied in the case of high temperatures and when the interaction between the
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system and the environment is weak. It cannot be applied at low temper-
atures if the quantum system under study is degenerate and when we are
interested in studying quantum entanglement.

Therefore, for the study of open quantum systems in which non-Markovian
phenomena occur, and therefore the second-order Master equation cannot be
applied, we use higher-order Master equations or theoretical models such as
the quantum Brownian model and the spin-boson model. In the case of open
quantum systems, the quantum Brownian motion model is mainly used. We
describe this model in more detail in the next section.

2.6.1 System of one harmonic oscillator:
Caldeira-Leggett Model

In 1981 Amir Caldeira and Anthony J. Leggett proposed a simple quantum
model for the studying of the local dissipation for the high temperature en-
vironment. This model consists of a Brownian quantum particle in one di-
mension that interacts with a high temperature thermal reservoir [34]. This
particle has a mass of m and a position of x and is described by the following
free Hamiltonian:

|
Hs = Epz +V(x) (2.92)

where p is the momentum of the particle. The thermal bath with which the
particle interacts consists of a set of harmonic oscillators, with frequencies w;,
and mass m, and is described by the Hamiltonian:

1

HE = Z(Un (Dénﬁéz + E)
n

1 , 1 X
— Z(Zm p§+§mnwﬁx§> (2.93)

n n

where tx;rl, ay are the creation and annihilation operators of the environment,

and x,, p, are the corresponding coordinates and canonical conjugate mo-
mentum. The Hamiltonian interaction is as follows:

Hy = -2 ky%, = —%B (2.94)

where

R R h N N
B= ;knxn - ;kn ST ([xn n a;) (2.95)
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The Hamiltonian of the interaction has the form:

H = HS+HE+H[+HC
1 1 A A
= 5P+ Velx +Z<2m pn+2mnw2x2>—x2knxn (2.96)
n

n

where
> ky
Ve(x) = V(x) +x ; i’ (2.97)
and
N 2 k2
H- =x n 2.98

The term H¢ is called counter-term and it applies only to the Hilbert space
Hg of the particle. To study the motion equation of this particle, a Master
equation must be found. At the weak coupling limit and at high tempera-
ture the Markovian Master equation is called Master Caldeira-Leggett [34]
equation, which corresponds to the Markovian regime and has the form:

L os(t) = —ilfls,ps(t)] — ivl5, (p.ps(1)}] — 2myks T, [£,p5(0)]] 299

The equation (2.99) was introduced by Caldeira-Leggett for the case where
the environment is ohmic and using the spectral density J(w), is defined as:

k2

= 5w — 2.100
J(@) = X gt oo @ (2.100)
and for w — 0, takes the form:
2my

(2.101)

The equation (2.99) consists of three terms, with a different physical in-
terpretation. The first term in the right part of the equation describes the
unitary evolution of its system dynamics. The second term, which is pro-
portional to the relaxation constant 7y, corresponds to the energy loss due to
the system’s interaction with the environment. The last term is proportional
to temperature and is the one describing the diffusion phenomena observed
when interacting with the environment. The diffusion term describes the
temperature fluctuations and is fundamental to the theoretical description of
the decoherence.

The Master Caldeira-Leggett equation is a Markovian master equation
but it is not of the Lindblad type. This equation can be converted to Lindblad
by adding a term which, at the high temperature limit, is small. Therefore,
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by adding this term, we obtain the following Lindblad Master equation:

The eq. (2.102) consists of three terms: the first term corresponding to
unitary evolution, the second term describing energy losses, and the last one
describing the diffusion term.

2.7 Non-Markovian dynamics

In previous sections, we present the Markovian master equations that only
applied if the environmental memory effects can be ignored. However, in
many cases (e.g., in a low-temperature environment), the Markovian Master
equation is not satisfied, and there is a strong dependence of the evolution
of the system on its capture in the past times. So, we must introduce the
non-Markovian master equations [44]. These equations are not local in time
and are generally difficult to solve in detail. For any non-Markovian Master
equation

d‘;(tt) - /O "R(t— 1)p(7) (2.103)

with the propagator G(t): p(0) — p(t), corresponds a Master equation of the
form

d‘;(:) = R(t)p(1) (2.104)

where K(t) = G(t)G(t)~!. This equation is time non-local and it can be de-
termined via Laplace transformation. IL.e., there are many other cases where
non-Markovian equations are local in time and they are in the form of Marko-
vian differential equations.

= R(t)p(t) (2.105)

where the K(t) is a super-operator, that depends explicitly on time (but not
from earlier times, which makes this equation local in time). The eq. (2.105) is
a linear first-order differential equation for the open system state. In the next
chapter, we will see a case of a local time non-Markovian equation master
(e.g. quantum Brownian motion).

The study of open quantum systems requires the construction of the equa-
tion of motion, i.e., a Master equation. Because this construction is not easy,
we use different approximations or theoretical models for the understanding
of the non-Markovian dynamics. By using the above methods, we end up
constructing a Lindblad Master Equation. The quantum Brownian motion
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model is a theoretical model for the description of the loss of energy and de-
coherence, even in the case of the studying of the non-Markovian systems. In
this model, all information consist of two functions, which we will see in de-
tail in the next section, the dissipation kernel and the noise kernel contain all
the information needed to describe open quantum systems. In the following
section, we describe the formalism of the quantum Brownian motion model
(Q.B.M.), and we construct the Master equation using the Wigner function.
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Chapter 3

Quantum Brownian motion model
for general case

In this chapter, we begin by defining the formalism of the quantum Brownian
motion model for the case of multipartite systems [29]. Then, we construct
the homogeneous equation of motion of our system, and we determine the
expansion of two matrices that containing all physics of the open system. The
matrices called dissipation and noise kernel. After the constructing of the
equations of motion and the calculation of these matrices, we calculate the
corresponding expansions for the simple model of a system of one harmonic
oscillator.

For the study of open quantum systems, it is important to define a Hilbert
space Hg g, which includes system S and environment E, and it determines
the level of description. One of the most common models in open systems
theory, which is very useful in quantum theory, quantum optics, and deco-
herence, is the Quantum Brownian motion model. One of the advantages of
quantum Brownian motion model is that they can accurately describe many
physical processes. According to this model, the selected degrees of freedom,
that is, what we call a system, are described by the Hilbert space Hg, and the
remaining degrees of freedom (environment) by the Hilbert space Hg. Ttis
described by the Hilbert space Hg r. The time evolution of the whole system
is described by Schrodinger’s equation with Hamiltonian H. This Hamilto-
nian is a sum of three terms: the Hamiltonian of the system Hys, the Hamil-
tonian of the environment H,,,, and the Hamiltonian of interaction H;,,;.

Specifically, the study of open quantum systems requires the description
of the time evolution of the reduced density matrix of the system. The re-
duced density matrix is defined by the partial trace of the density density
p(t) of the total system, with the relation ps(t) = Trgp(t). The most general
method of producing the Master equation is that of [6] where they used route
basic techniques and, most importantly, the Feynman-Vernon path integral.

For describing the time evolution of an open quantum system, we must
construct a Master equation. If we assume that, at the initial time, the system
and the environment are separable and not interacting, in the SchrAfidinger
picture, the density matrix can be written as a direct product of the density
matrix of the system and the density matrix of the environment. Le.

p(tO) = psyst(to) ® penv(to) 3.1)
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Working at the Heisenberg picture, we assume that the density matrix at the
time t is equal with the density matrix at the time t,

p= ﬁsyst ® Peno (3.2)

If the density matrix is known for a set of degrees of freedom in the repre-
sentation position, we can always define the corresponding Wigner function,
which contains precisely the same information. The reduced Wigner func-
tion is similar to the distribution function in the phase space coordinates,
although it is not always defined positively. The equation that describes the
time evolution of the Wigner function is similar to the Fokker-Planck equa-
tion for classical statistical systems.

The most important and useful tool of the study of the open quantum sys-
tems is the Wigner function propagator, which in the case of linear systems,
is a 6 function[45]. It is, therefore, possible that the effects of the environment
on the system are divided into two categories: unitary and non-unitary. In
the case of linear systems, the Wigner function propagator can be calculated
just for arbitrary temperatures and is Gaussian. In the case of systems with
more general dynamics, it can not be calculated precisely, except where a
semi-classic approach can be used.

Using the Wigner function, we have:

_ 1 “pis (x o o x gk
W(X,P) = (ZN)N/dge 5 (x+ SO X+ 2g) (3.3)
with inverse:
pXY) = / dPe’® X=X py (%(x+x’),P> (3.4)

3.1 Time evolution in QBM models

The time evolution for initial state in QBM models, defined by the equation[29]

ot X, Yf) = /dNXodNY()](Xf,Yf,f|Xo,Yo,0)ﬁo(Xo,Yo)f (3.5)

where [(X¢, Y¢, [Xo, Yo,0): is the density matrix propagator and it is inde-
pendent of initial state.
The Wigner function propagator K(X¢, P, t|Xo, P, 0) can be defined as:

dCrdCo p 7o ip..
K(Xf’Pf/t|X0/P0/0) = /Wepo Co—tPyls
of
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with the coordinates:

gtl - (X11X2/"'XN/P1/P2/"'/PN)/
a = 1,2,--- 2N, 3.7)

the Wigner function propagator K;(¢y, o) can be written as:

d2N
Wy = /(ZT)(ZZ?’Kt (&£, Go) Wo(Go) (3.8)

where Wy and W; is the Wigner function for the time ¢ = 0 and for the time ¢,
respectively.

The Wigner function propagator in the case of QBM models is the Gaus-
sian, and defined as follow:

VdetS—1 1 _
Ki(Cr Go) = —x— xexp [—5[6} = Ca(1)]S,, (IEF —¢al| ., (3.9)
where Cffl,@é’l are the solutions of classical equation of motion for the system

variables and can be calculated with the equation ¢ = Rj(t)Z5. Also the

matrix Sa_bl (t) is the positive and it is important for the construction of Master
equation.

3.1.1 Covariance matrix

The Wigner function propagator as we can see from the eq. (4.6,4.7) depends
on the matrices R(t), S(t). To find this matrices, we start by calculating by
the covariance matrix V;. As we will see follow, this matrix contains both the
matrix R(t) and S(t).

The two-point correlation matrix V, can be defined by the following equa-
tion:

Vo L STl + Eu)] — Tr(pea) Tr (o) 3.10)

Using the equations (4.6) and (4.7), the two-point correlation matrix V for the
time t, can be written as !

Vi = R(t)VoRT () + S(¢t) (3.11)

where V} is the correlation matrix of the initial state and S(t) is the correlation
function.

The eq. (3.11) has two terms. The term R(t)VoR” (¢) of the equation (3.11)
expresses the time evolution of the correlation functions according to the clas-
sical equation of motion. The second term is independent of the initial state
and describes the information of the interaction between the system and the
environment. The fact that the matrix S(t) does not depend on the initial state

In Appendix C there are a detailed description of the proof of the equation 4.9.



30 Chapter 3. Quantum Brownian motion model for general case

indicates to us, how to determine it, we only use the part of the correlation
matrix that is independent of the initial state.

3.2 The system of N harmonic oscillators

3.2.1 Quantum Brownian models

We consider a system of N harmonic oscillators of masses M, and frequencies
(), interacting with a heat bath. The bath is modelled by a set of harmonic
oscillators of masses m; and frequencies w;. The Hamiltonian of the total
system can be written as:

H= Hsyst + I:Ienv + Hint (3.12)
where

N 1 M, Q2
HAyst = Z (mpz + =5 X2> (3.13)

N 1 m; wz
H.,, = H? 3.14
env ; <2miP1 + > %) ( )
Hipp = YY) cinXi=X®) cifi=X,QF (3.15)

i oW i

3.2.2 The evolution of the oscillators of the bath

The time evolution of the oscillators of the environment can be de described
with following equations, according to [29]:

Gi() + ) = L IR() (3.16)
() = &) + 2 N / ds sinfw;(t — $)]%,(s)  (3.17)
C'~71
where
§2(t) = gicos(w;t) + mljclul sin(w;t) (3.18)

For the oscillators of the system, the equation of motion is defined as:
% Cir A
X (t) + Q2K (t) + — Z/ dsy,p (t —s) X (s) = Z AZ () (3.19)
r

where

Yo Z Cirtir 5 sin(w;s), (3.20)
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is the dissipation kernel.
The solution of Eq.(3.19) is :

- . & 1
Xr(t) = Z (urr/Xr/ + M, urr/Pr> + Z

V/

/ dsit, (¢ Zcﬁ 5).(3.21)

The solution of the homogeneous part of equation (3.19), with initial condi-
tions u,,/(0) = 0 and 11,,(0) = &, is:
u(t) = LA} (z2)] (3.22)

where
_ 2
A (@) = (2 + 00 + 17w (2) (3.23)

and 7,,/(z) is the Laplace transform of the dissipation kernel. Therefore, for
the construction of the matrix R(#), first of all we must to calculate the dissi-
pation kernel for our system, then the inverse Laplace of this and finally the
solution of classical equation of motion u(t).

3.2.3 Equations of correlation functions of harmonic oscilla-
tors

In the case we have a system of harmonic oscillators in a thermal temperature
T, the correlation functions S(t) can be writen as [29]:

1 Eoopt
Sx,x, = qu’MqM /ds/ ds'urg(s)vgq (s — " gy (s'),  (3.24)

Spp, = Mer/ZM T / ds / 45’ ttyq0 (5 — § Vit (), (3.25)
q

Sx,p, = My Z Mqu/ /0 ds /0 ds'ttyg(5)vgq (s — s )tigp(s")  (3.26)
where the symetric matrix v,,/(s) is the noise kernel, and can be defined as

Oy (8) = ZKW; oth <2T) cos(w;s) (3.27)

— 2m;w;
3.2.4 The Master equation for a system of N harmonic oscil-

lators

The Wigner function can be written as:

dZNécO
(2m)N

Wi(@) = [ oS Ki(Gr, o) Wo(&o) (328)
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where W; and W is the Wigner functions at times 0, t. In Quantum Brownian
motion models, if the system has quadratic Hamiltonian and the initial state
for the environment is Gaussian, the Wigner function propagator is Gaussian
and can be written as

Ki(&f,60) = %1“) X exp H -] s & - éi’z(t)]] (3:29)

The equations 3.28 and 3.29, yield:

2N —
WiE) = /(dzﬂ;:f(\)’ de:TSNl(t)

< exp |~ [ - €] 8,100 [e4 - o] | W) 330

Using the identities
>N ; W
ZNE]O (&—Ca)"Ke (&7 — o) Wo(&o) = —S™ aégg), (3.31)

dzNg a . ac aZW g
/ (2—7t)1(\); (€ —Ga) (¢ — Ccl)bKt(‘:f/ E0)Wo(&o) =S +S deT;(gd))(g,,gz)

tinally, we have:

Wr (o 1V O W) | (Lean  pp—ty(@car)) W)
SE=- (RR 1>ba—ga+ <§s — (RR"H¥"s )W (3.33)

The above Eq. (3.33) is the Master equation for the system and is a sum of two
terms. The first of them corresponds to the dissipation terms, and describes
the irreversible process that take place in homogeneous systems. Finally, the
second one corresponds to the diffusion terms.

In summary, the recipe for deriving the coefficients of the master equation
for QBM models in an environment is a follow. First, we compute the dissi-
pation and noise kernel; second, we solve the classical equations defined by
the elementary functions u,,/(s). In the next chapter, we calculate the exact
solutions to the open system dynamics for the system of two harmonic oscil-
lators, and we show that the system of two harmonic oscillators is a special
case of the Q.B.M. for the N-system oscillators.
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Chapter 4

Exact solutions to the open system
dynamics

In this chapter, we present the general solution to the QBM model with N-
system oscillators interacting via an environment, and show that for the case
of the system of two detectors interacting through a scalar field is a special
solution. Also, we find the explicit solution to the two-detector system, and
we prove that the Markov approximation breaks down completely for the
transmission of information between two remote detectors.

41 The model

4.1.1 QBM in a multi-partite system
The Hamiltonian

We consider a system of N harmonic oscillators of masses M, and frequencies
(), interacting with a heat bath. The bath is modeled by a set of harmonic
oscillators of masses m; and frequencies w;. The Hamiltonian of the total
system is

H= Hsyst + Henv + Hint (4"1)
where
. 1~ M,02
Ay = P2+ == "‘XZ) , 42
st = ) (2 et R (42)
. 1 miw?
Hoypw = —pry i 4.
env ; <2mlpl + 5 C[l) ’ ( 3)
Hir = Y.) ciaXadi, (4.4)
i o

where c;, are coupling constants.

Since the total Hamiltonian is quadratic concerning all positions and mo-
menta, the evolution operator e~/ can be explicitly constructed, and its po-
sition matrix elements are Gaussian.
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We consider a factorized initial condition psys ® Penv for the total system.
If Peny is Gaussian, then the reduced density matrix propagators can be com-
puted explicitly. For N = 1, the reduced dynamics leads to the Hu-Paz-
Zhang master equation [6].

In general, the assumption of a factorized initial condition between field
and detectors is meaningful only as far as the field modes with energies of
the order of the frequencies (), is concerned. There is no preparation that
can enforce separability for photons at the infra-red and ultra-violet edges
of the spectrum. However, a non-factorized initial condition does not allow
us to consider general initial states for the field [46] in many model systems,
including QBM, the effect of the non-factorizing initial state die out after a
time-scale of the order of a high-frequency cut-off [47].

The Wigner function propagator

In this paper, we will employ the solution to the multi-partite QBM model
in the Wigner representation [48, 49, 29]—another form of the general solu-
tion is found in [30]. The Wigner function for the reduced density matrix is
defined as

W(X,P) = ﬁ / dge ' ¥tp (x + %g,x — %5) (4.5)

We use the coordinates ¢ = (X1, Xp, ..., XN, P1, P, ..., Py) on phase space;
the Wigner function is expressed as W(¢). Dynamics in the Wigner picture is
implemented by the Wigner function propagator K¢(G¢, o), namely, a kernel
that evolves the initial Wigner function W to the Wigner function W; at time
t,

2N
W) = [ Tk (&) Waldo) 6)

For QBM models, the Wigner function propagator is Gaussian. The most
general form of a Gaussian propagator is

\/ -1
Ki(Gf, &) = df[—ifexp [—%[c;%—ézz(tﬂsa—;(t)[c?—ci’l(tﬂ . (47)

where S, is positive definite matrix and

&4 (t) = RE(1)&5- 4.8)

The matrix Rf defines the solution to the classical equations of motion. The
matrix S;; determines the evolution of the environment-induced fluctuations.
To see this, we consider the correlation matrix

Vis i= S Tr[p(Euds + &) — Tr(pla) Tr(py). 9)

By Eq. (4.7),
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V(t) = R(£)V(0)RT(t) + S(¢) (4.10)

where V}) is the correlation matrix of the initial state.
The explicit form of the matrices R and S was derived in [29]. They de-
pend on two kernels, the dissipation kernel,

CinCin! .
(s) = — Y ——sin(w;s), 411
Taw(s) = = 1 g tsin(cs) @11)
and the noise kernel,
CllXCIDC
(s) = coth iS). 4.12
b (5) = L g coth (7.) osts) (412

The crucial step in the determination of the matrices R and S is to find the
solution to the linear integro-differential equation [29]

i (1) + Q2o (1) Z / A5y (F — 8)tty(s) = 0 4.13)

with initial conditions 1,/ (0) = 6, and 1,,(0) = 0. Eq. (4.13) is essentially
the classical equation of motion with a non-local-in-time dissipation term
defined by the dissipation kernel.

Given the solution u(t), we define the matrix R as

_(a) upMTt
R_<MM>AMUM1) &

where M = diag(Mj, ..., M) is the mass matrix for the system.
The matrix elements of S are given by

1 t t

Sxx, — /d/d’ (s — g (s, 415

XoX, ;;lg/MﬁMﬁ’ ; S A s'uap(s)vgp (s — s g (s') (4.15)
1 f B :

Spp, = M“M“/%M;;Mﬁ//o ds/o ds'tip(s)vpp (s — 5" )itgry (s")4.16)

SX,,; Pa’ = MlX' Z
PP’

MﬁMﬁ' / dS/ dS M‘X.B )Uﬁﬁ/(s -5 )uﬁ’m’( /> (417)

4.1.2 Two UdW detectors

We consider a system of two identical static harmonic oscillators of mass
M = 1 and frequency () interacting with a scalar field through the Unruh-
DeWitt interaction Hamiltonian. The Hamiltonian of the total system form,
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where we assume that the detectors are localized at x = x; and x = x>

A

Hip = A ( / P ()16 (x — x1) + / "2 (x)528% (x — xz)) 418

where A is a coupling constant.
For a free scalar field, the total Hamiltonian

A Pk 1 : .
= | G T @ +at (ke ), 419
is a special case of the QBM Hamiltonian. The index i corresponds to three
momenta k, m; =1, wp = ‘k’ and Ck, = \/Q\Tkezkx,x.

It is straightforward to evaluate the dissipation kernel. By Eq. (4.11),

16 =06 (g 1)+ (] o) (4.20)
where

yo(s) = —% /0 ™ dksin (ks) 4.21)

() = — 82227 [ /0 N dksm(kr)ksm(ks)} . (4.22)

The function 7 (s) is the dissipation kernel of the one-detector system that
has been extensively studied in the literature [34]. It must be regularized, for
example, by introducing a high-frequency cut-off A. For r — 0, vy, coincides
with 7p. In principle, we should introduce the same cut-off A to ,, however
7, is little affected unless r is of the order of A~! or smaller. Alternatively, we
can regularize 7o be equating it with vy, for some rop << r.

By Eq. (4.12), the noise kernel is

v(s) = vp(s) ( (1) (1) > + v4(s) < (1) (1) ), (4.23)
where
)\2
vp(s) = 8—n(5(s) (4.24)
2
vr(s) = 1o1(s) = A [sgn(r —s) +sgn(r +s)]. (4.25)

327r
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4.2 The classical equations of motion

4.2.1 The inverse Laplace transform

Next, we evaluate the solutions u,,/(t) of the classical equations of motion
(4.13). Since Eq. (4.13) is linear, it can be solved by a Laplace transform. It
is straightforward to evaluate the Laplace transform #(z) of u(t) as A~!(z),
where A(z) is the 2 x 2 matrix with elements

At (2) = (22 4+ Q) 0pnr + 2V 0w (2), (4.26)

where ,,/(z) is the Laplace transform of the dissipation kernel. The Laplace
transforms of 7y and -y, are

N A? A? A? A

’)/0(2) = _167'[2 In (1 + Z_2> = _W In (;) (4:27)

3(2) = - T Ei(rz) — e Ei(—r2)] (4.28)
g 167trz ’ '

where we simplified o(z) by assuming that the relevant values of z satisfy
|z| << A; Ei stands for the exponential integral function, defined by [50]

n

. >z
Fi(z) = 'y+lnz+;ﬁ (4.29)
where 7 is the Euler-Mascheroni constant.
Then, we obtain
. 1 1 11
i(z) = = o -
2224024 2%0(z) + 29, (z) \ 1 1
1 1 -1
4.30
21 1 2070(2) - 29 (2) ( 11 )] (230

Hence, u(t) takes the form,

w =5 ro (11 )ero( L )] e

in terms of the functions f (¢) that is defined by the Bromwich integrals

Loy e 432
£ = — . )
f=(t) 27ti /C_ioo iRy 2%0(z) £ 29, (2) (432)

The integrated functions in (4.32) have a branch cut at z = 0. For this
ezt

Yo(2)£27,(2)

reason, we integrate the function -5 along the contour of Fig.
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1 that circles around the branch cut.
Using Cauchy’s theorem, we find that the functions f. (¢) consists of two
parts,

fe(t) = f2(t) + L (t). (4.33)

The part f{ (¢) contains the contribution from the poles in the region enclosed
by the contour, as in Fig. 4.1—we will refer to it as the pole term. The part
L (t) includes the contribution from the negative imaginary axis; we refer to
this term as the branch-cut term [51], [52].

4.2.2 The pole term

For sufficiently small A, the poles can be identified perturbatively. To this
end, we set zf = +iQ) + A%x, and we solve the equation

22+ 0% + 290(z) £29,(2z) =0 (4.34)

to leading order in A2. We find that the poles associated to f; are at zf =
+i0) +i6Q), — 'y and the poles associated to f_ at z* = +iQ) +i6Q_ —T_,
where

B A? A\ | cos(rQ) . sin(rQ)) .
B sin(rQ))
. = I, <1 = ) (4.36)
/\2
Iy = 16n0y (4.37)

The constant Iy is the decay rate of a single oscillator interacting with a scalar
field.

Besides the two poles above, there exists a pole that is not accessible by
perturbation theory. This solution corresponds to the regime |z| << Q). For
example, as r — oo, so that the contribution of the 4, (z) term is negligible, Eq.

(4.34) has a root for Rez ~ Ae 8/A* This root is positive, and it leads to
runaway solutions, i.e., it induces a term in u(t) that blows up exponentially
as t — oo. This term is unphysical, as it is incompatible with the dissipative
nature of the open system evolution. Its analog appears in the Abraham-
Lorentz classical treatment of radiation reaction that leads to a third-order
equation for a particle’s position [53]. In fact, the exponentially runaway
solution in this system was first found by Planck [54]. For the appearance of
such terms in QBM models of particle field interaction, see, Ref. [55].

These runaway solutions originate from the inadequacy of the particle-
tield coupling to account for soft photons. In the present context, runaway
solutions can be avoided by an infra-red regularization. For example, we can
regularize by assuming a finite mass y for the scalar field. This is equivalent,
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FIGURE 4.1: Bromwich contour, branch cut and poles related to Eq. (4.32).

Integration is along a straight line from ¢ — ico to ¢ + ico, where c is a

real constant larger than the real part of the poles of the integrand. The
contour is closed by a semicircle of radius R — co.

to shifting the zero of y(z) by y, so that we redefine
A2 A
=———n(l4+—— ). 4.
w0 =g tn (14 ) 39

For p > Ae8T/N he third pole has a negative real part and does not lead
to runaway solutions. A result of this regularization is that the integrating
function manifests branch cuts at z = —u £ iA, which have to be taken into
account by appropriate modification of the contour integral. In the weak-
coupling limit ([o/Q << 1), ! is much larger, and A~! is much smaller
than physically relevant time-scales, so we can simply ignore the contribu-
tion of this pole at the intermediate regimes.

We conclude that in the weak-coupling limit, the pole term is well ap-
proximated by, except at very early times (t ~ A*%).

£ = %e‘rit. (4.39)
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4.2.3 The branch-cut term

To evaluate the integral along the negative near axis, we use the following
identities.

)\2
Yo(— ] = F | —— 4.4
Yo(—s t i€) (s)ﬂF1167T (4.40)
- . Az
Yr(stie) = G(s)F i ear sinh(rs), (4.41)

for positive € — 0. The functions F(s) and G(s) are

2
F(s) = —%ln (%) (4.42)
Gs) = — 2;5 lcosh(rs)Shi(rs) — sinh(rs)Chi(rs)]  (4.43)

where Shi is the hyperbolic sine integral function and Chi the hyperbolic
cosine integral function are defined by

;o
Shi(z) = / w&, (4.44)
0
Chi(z) = 7 + Inz + / Mdt (4.45)
Then,
14+ sinh(rs)

~3 2/ dse™* rs : ’ (.

T sz—l—Qz—l—ZF(S)-I-ZG(S))Z—i— (éx_i) <1j:smlr1§(r5)>

The function I (f) cannot be evaluated exactly. A good approximation that
is valid for t > r is to ignore the terms of order A2 in the denominator, so that

2 . 1 + sinh(rs)
Ij:(t) = — A / S

— —“ 4.47
82 Jo B oy (4.47)
For t < r, the approximation above does not hold, because dropping the

terms of order A? in the denominator renders the integral divergent.
For Ot >> 1, Eq. (4.47) becomes

/\2

L) = ~ 5o H + %tanh_l(r/t) | (4.48)

In Fig.(4.2) we see the evolution of the function I+ as a function of I't for
different values of Q)r. It is negative-valued and increases asymptotically to

46)
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FIGURE 4.2: Evolution of QI as a function of I'gt for different values of
Qr, where T'o/Q = 1073.

zero. It is unlike the pole term, in that it does not involve any oscillations.

4.2.4 The Markov approximation

Eq. (4.32) is similar for the equation for the persistence amplitude of an un-
stable quantum state in the random phase approximation [7]. In fact, the two
kernels 4y and 4, are similar to the ones that appear in the evolution of a pair
of atomic qubits interacting with the EM field [56]. The difference is that the
dominant term contains a quadratic rather than a linear term with respect to
z, reflecting that in a harmonic oscillator, we consider both positive frequency
and negative frequency solutions.

The split (4.33) into a pole term and a branch-cut term are generic when-
ever the kernels describing the effect of the environment contain branch-cuts.
A common approximation in the study of unstable systems is the Wigner-
Weisskopf approximation (WWA), in which (i) the branch-cut term is ne-
glected, and (ii) the poles are calculated to leading-order in perturbation the-
ory. The WWA approximation leads to exponential decay. It coincides with
the van-Hove limit, namely, taking the limit A — 0, with A?t kept constant.
In the open quantum system context, the van Howe limit leads to the second-
order master equation that describes Markovian dynamics [5].
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It is straightforward to evaluate the van Howe limit of Eq. (4.32). We can
write any function of the form

L[y e 4.49
O %/C_ioo 2o + A2a(z)’ (4.49)

for some kernel A%a(z), as

f(t) = ! /CHOO dz L - ! 4.50)
27T Jemico iy/Q2 +2M2a(2) |z —i/O2+2A%(z)  z—i/OF +2A2(z) |

We set z = iQ) + A2x in the first term and z = —iQ + A2x in the second. Then,
we take the limit A — 0, with A%t constant, to obtain

24(i . 2a(—i
F(t) = % (eiQtA it _ g0t (o“)f) , (4.51)

i.e., the pole term with a perturbative evaluation of the poles.

The van Howe limit essentially substitutes the classical equation of mo-
tion with non-local in time dissipation, with an equation that is local in time.
Hence, it removes memory effects from the evolution equation. A local-in-
time equation for dissipation is necessary (but usually not a sufficient condi-
tion) for Markovian dynamics. This can be seen in path integral derivations
of the QBM master equation [34, 6]; Markovian behavior requires that the
noise kernel also becomes local.

To summarize, the Markov approximation to the system under study pre-
supposes the validity of the WWA approximation. Hence, its violation is a
definite sign of the existence of non-Markovian dynamics.

4.2.5 Non-Markovian dynamics

The WWA, and consequently, the exponential decay law, cannot be valid at
all times. Exponential decay fails at very early times due to quantum Zeno
dynamics !. It also fails at very late times: the branch cut term typically falls
off as an inverse power of ¢, and eventually becomes larger than the pole
term that decays exponentially. However, the time scale for this decay is
much larger than relaxation time. For example, in optical systems, even for
I'/Q as large as 1073, the breakdown of the exponential decay takes place at
I't ~ 30, when less than 1 : 10%° of the initial systems remains in the excited
state.

A violation of the WWA is physically meaningful only if it takes place at
time-scales compatible with the dissipation time, i.e., if it happens when I't
is a small number. We will show that this takes place in the system studied
here when the detectors are separated by a large distance .

!Quantum Zeno dynamics called the breakdown of the unitary time evolution at the
quantum systems due to the interaction with the environment or the measurement.
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Eq. (4.31) implies that u1; = uyp = %(f+ +f_) and that uy;, = uy =
%( f+ — f-). The terms u11 and uj, describe the dependence of the variables of
one detector to the initial conditions of the second detector, while 11, and 151
essentially describe the correlations developed between the two detectors.

Eq. (4.35, 4.36) imply thatasr — oo, ' =T'_ and 6Q); = 6Q)_. By Eq.
(4.39), fJ(FO)(t) = fgo)(t) as r — oo, for all £. Hence, the pole part of u1(t)
vanishes for all t as r — oo. In contrast, the branch-cut term remains finite.
By continuity, for any given ¢ there is a finite distance r, at which the branch
cut term dominates over the pole term, and hence, the WWA fails.

We have verified this behavior numerically, as can be seen in Fig. (5.3).
There, we present a semi-logarithmic plot of the pole term in u;, divided by
the full 115, as a function of time. By construction, this term is very close to
zero if the WWA applies and differs significantly from 0 if the WWA fails.
The plots show that the behavior of this function changes when r becomes
of the order of Ty 1. At this scale, we see significant violations of the WWA
at the scale of I't ~ 1, and a complete breakdown as I't becomes about 5.
Note that both violations and the breakdown of the WWA occur early when
a significant fraction of energy remains in the system.

The WWA is well preserved for 117 and up; at the regime where it fails
for uqp. Nonetheless, it also fails at sufficiently large times. This is to be
expected because—as mentioned earlier— the WWA is guaranteed to fill in
the long-time limit. What is rather unexpected, is that for sufficiently large
r, the WWA breaks down even for 177 and uy, at relatively early times. We
found that for I'r < 10, the breakdown of the WWA occurs at I't ~ 15, i.e., at
a time where a negligible amount of energy remains on the system. However,
for I'r > 50, the WWA breaks down at I't ~ 5.

In all regimes that we have studied, the WWA breaks down at the uy;
term both earlier and more strongly than it does at the 17 and uy, terms.
Therefore, its primary failure is for terms that describe the creation of the
correlation between distant detectors. For these terms, the branch-cut contri-
bution dominates. Hence, the creation of correlations over large distances is
a non-perturbative effect. It cannot be described correctly by perturbative ap-
proximation schemes, such as the von-Hove limit or the second-order master
equation.

The conclusion above is unquestionable for the present model, because
we have an exact solution, and consequently, full control over all approxima-
tion schemes. However, the open system evolution of the oscillator detector
should not be significantly different from that of a N-level system coupled
to a scalar field. For this reason, we expect that our conclusion is relevant to
all systems with a similar Hamiltonian, in particular, to atoms coupled with
the electromagnetic field. We have to move beyond the second-order mas-
ter equation to describe the dynamics of entangled atoms if these atoms are
found at separations r of the order of T 1.

The system is also non-Markovian at the opposite regime r — 0, as 7y, —
70, and f_ becomes simply & sinQt. This behavior has been extensively
studied in multi-partite QBM models, see, for example, [57, 58]. We will not
be concerned with this regime here, because of the limit (r << 1 is not
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FIGURE 4.3: Evolution of the quantity St for the non-diagonal elements

Upot[rt]
of the solution u(t) as a function of I't and for different values of I'r. In
this plot '/ = 1073.

compatible with either the identification of the oscillators with atoms or with
particle detectors.
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Chapter 5

Applications

In this chapter, we are going to introduce some applications of our exact solv-
able model. The first application is related to the generalized uncertainty re-
lations. We derive generalized uncertainty relations for our model described
in Sec. 4, and we continue with the discussion of the entanglement genera-
tion and the challenge of causality.

5.1 General Uncertainty Relations

Within the conception of quantum mechanics, Heisenberg (1927) introduces
a mathematical inequality according to which, it is impossible to measure si-
multaneous and with precise the position and momentum coordinates. This
relation called uncertainty relation or Heisenberg uncertainty relation and
took the approximate form:

(5.1)

NSt

AGAp >

where 7 is the reduced Planck constant. Kennard-Robertson expected this
inequality to an arbitrary pair of operators X, P

A

(ARP(AV)? > 1< [R,¥] > (5.2)

I

where (AX),(AY) is the variances (dispersions) of the observables X, Y.

Definition 1. Heisenberg- Kennard- Robertson inequality If A,B are an arbi-
trary pair of operators and AA ,AB are the uncertainties (precisions) of the measure-
ments of two quantum observables, then

Tr(p[A, B)) |2 (5.3)

|
(MA)(AB) > 2 | Tr(p[A, B)) | (5.4)
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The uncertainties relation make a statement about the preparation of a
quantum state. In special case of the operators X,P the eq.(1) becomes

v
N[ =

(AX)(AP) (5.5)
The eq. (5.1) it seems to be the same with the Heisenberg uncertainty relation
but it is not. In eq. (1) the precisions (AX) and (AP) is the uncertainties of the
measurements of two quantum observables at two different experiment but
in eq. (5.1) the (AX) and (AP) is refereed at the apparatus that measurement
the position and the momentum of one particle. Finally, the uncertainties
relation cause limitations on the measurement precision and improve the ac-
curacy of the measurement devices. So, the study of these uncertainties it is
very important.

5.1.1 Uncertainty relations and QBM models

In this section, using the Peres-Horodecki criterion and the Wigner function,
we study the separability of a bipartite state. In the phase space coordinates
the commutation relation, take the form:

[Ca, Gp] = i) (5.6)
witha, b =1,2,...,2N, and the symplectic matrix
_ (T 0
a=(1°) .
with
0 1

In the Wigner distribution and with the partial transpose operation, we have
[59]

W(q1, 1,92, P2) — W(q1, P1,92, —P2) (5.9)

which means that the mirror reflection acts only the p».

¢ — AE A =diag(1,1,1,—-1) (5.10)
So, the Peres-Horodecki criterion becomes as: [59, 60]

Definition 2. If p is separable, then its Wigner distribution necessarily over into a
Wigner distribution under the phase space mirror reflection A.
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If we work for the variables:

Xy = X1++£X% (5.11)
P, = D ++Dh (5.12)

the Peres-Horodecki partial transpose operation acts only at the momentum
and we have:

AX P, X ,P)=(X,,P X, D) (5.13)

and therefore, the uncertainties become, [29]

Axop, = (AXR)(APL VR p, > (5.14)

Ax p = (AX2)(AP_)?> - VZ , > 31 (5.15)
and

Axop = (AXR)(OP )~V p > (5.16)

Ax p, = (AX2)(AP VR p, > (5.17)

The quantities Ax, p ,Ax_p, and the inequalities eq.(5.16, 5.17) play an im-
portant role for the characterisation of any quantum state. When any quan-
tum state satisfies the inequalities eq.(5.16, 5.17) then this state is factorized.
On the other hand, if the inequalities violated, then the quantum state is en-
tangled.

The uncertainty relations play an important role in quantum mechanics.
First of all, they introduce limitations at the measurement precision, and sec-
ond, they are a useful tool for the determination of precision of measurement
apparatus. If we consider the covariance matrix V;, as

Vip = ({00, AG}) (5.18)

we can define the standard uncertainty relation as the following form:

Vo + %Q >0 (5.19)

where

QO =A0QA (5.20)
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ie.
0 0 10
a-| 0 001 521
0 —-100
and
Vi = R(t)VoRT (t) 4 S(¢) (5.22)

where V) is the correlation function of initial state.

In this section, we define the matrix Vj for two cases of initial state. The
first one is the state [ >= |0 > |0 > and the second one is the cat state with
wave-function | = %(|0 > |0 > 4|0 > |0 >). In the first case, we have

that.

1 000
0100
Vo = 0010 (5.23)
0 001
and in the second case
1100
111100
"=310011 6.2
0101

The correlation function of initial state satisfies the inequality (5.19), so
vV > —%R(t)QRT(t) +5(t) (5.25)

The inequality (5.25) is a generalized uncertainty relation that contains
the effect of the environment. It depends on the Wigner function propagator
and specifically on the matrices R(t), S(t). This inequality describes the cor-
relation matrix at time t, and the equality is achieved only for Gaussian states
[29].

5.1.2 Covariance matrix

The two-point correlation matrix V of a quantum state p, defined by:

Vis = 3 Trlp(Gudd + &8)] — Tr(pda) Tr (&) (5.26)
where

Vi = R(H)VoRT (1) + S(¢) (5.27)
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and
u(t) +ou(t)yM1
K (Mu(t).Mu(t)Mi)’ (-28)
R0 = (St ) o)

Vo: is the correlation matrix of the initial state and satisfies the inequality.
Given that,

i
V-0 (5.30)
we have
V(t) > —%R(t)QRT(t) +S(8). (531)

Specifically, for our model, we calculate the covariance matrix analytically,
and we find that this matrix has the form

' VX+X+Et§ VX+XEt§ VX+p+gt3 VX+pEt;
i| Ve x, () Vxx () Vxop (t) Vxp,(t
VO 25| Vol () Vox (0 Voo (0 Voo () | TS0 32
VpﬁXJr(t) Vp_x_(t) Vp_p, (t) Vp_p (t)
where
Vx. x, () = Sx,x, (£) + Sx,x, () (5.33)
Vx,.x_(t) = 0 (5.34)
Vx_x, (t) = 0 (5.35)
Vx_x_(t) = Sx,x, (t) — Sx,x, (1) (5.36)
vorz - (ven) v ) c7)
Vp,p, (t) = Spypy (1) + S,p (1) (5.38)
Vp.p_ (t) = 0 (5.39)
Vp_p, (t) = 0 (5.40)
Ve p (t) = Spyp,(t) — Spypy (1) (541)
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] V t) V. t

vz (W W) o

VX+P+(t) = E(t) + C(t) + SX1P1(t) + Sx,p, () (5.43)
Vx,p_(t) = 0 (5.44)

Vx_p, (t) = 0 (5.45)
inpi(t) = E(t) — C(t) + lepl(t) — lepz(t) (5.46)

where

E(t) = —M(iiyg (£)uy1 (t) + tino (H)ura ()M + M (13, (£) + i3, (t)) M~ (5.47)
C(t) = —M(iin(t)ulz(t) + ﬁlz(t)ull(t)M + M(ﬂlz(t) + ull(t))M_l (548)

Finally, we calculate the covariance matrix V; analytically and arithmetical
using the Wolfram Mathematica. This covariance matrix is necessary for the
study of the factorizability of a given state at time t.

5.2 Entanglement: Theoretical background

In this section, we are going to note some applications of our model in quan-
tum information theory and quantum computation. The first one is to under-
stand an important fundamental quantum phenomenon, the entanglement.

5.2.1 Partial Transpose Criterion

We consider a density matrix p at the Hilbert space H; ® H and an orthogo-
nal basis |n) at Hilbert space H; and an orthogonal basis |m) at Hilbert space
Hj. Also, we define the partial trace of p, the density matrix p, at Hilbert
space H as po = Try, p. The states p1, ¢, often called reduced density matrix
and contain the information of the total system, that extract from the measure
of the first or second subsystem. There is a criterion for checking if a given
quantum state is entangled, that proposed by Schmidt.

Definition 3. Schmidt Decomposition Even vector |¢) € Hy ® Hp with dimen-
sion N can be written as:

N
) = Z;C1|<P1> ® [¥i) (5.49)

i=1

where ¢; > 0and the |¢;), |(p;) can be called the Schmidt modes, and defines in terms
of the orthogonal basis of the Hilbert space Hy, Hy, respectively. The number N is
called Schmidt number of vector |¢) and is smaller or equal of the dimensions of Hq
and H».
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So, we can see thatif N = 1, the state |¢p) is separable, and if N)1, the state
is entangled. Using the Schmidt decomposition, we can write the reduced
density matrix 01 and p as

p1=Y_|cil*|¢i) (il (5.50)

P2 =Y lcil* i) (il (5.51)

N
&
N
5
The pure state |¢) is entangled if it can not written as |i) = |¢;)|¢1).

In the particular case where N = dimH; = dimHj, the reduced density
matrices are the maximum mixed states, and therefore the state |psi) is the
state of maximum entanglement.

In the case of mixed states p = Y; p;|¢;){(¢i|, p is called separable if it
can be written as p = ) ; p]-p;?pj?, Y;pj = 1. If it is not separable, it called
entangled.

Beyond of the Schmidt Decomposition, Peres and Horodecki ([59],[60])
propose a criterion, called Positive Partial Transpose (PPT) for the checking of
the separability of any given bipartite continuous-variable state. According
to this criterion, if any given state has an operator that can not be density
matrix (i.e., it has one negative eigenvalue), then the state p is entangled. The
PPT criterion is a necessary condition for checking the separability, but it is
not sufficient. Only in the 2 x 2 and 2 x 3 dimensional cases, the PPT criterion
can be a necessary and sufficient condition for separability. In our research,
using the PPT, we show that the open system dynamics of the system of two
detectors lead to a different asymptotic state.

5.2.2 [Entanglement dynamics

Many of the most modern technologies use quantum theory and several
quantum phenomena, such as superposition and entanglement, in practical
applications, which perform better than similar technologies based on classi-
cal physics theory [31]. Most of these applications are mainly related to quan-
tum computers, quantum cryptography, and quantum simulation [32]. For
the case of Gaussian states, have been developed a variety of the measures of
the entanglement, such as the negativity Ey. This measure can be calculated
in the Wigner function distribution and using the symplectic eigenvalues of
the covariance matrix, V;. If the covariance matrix has the form:

Vi — ( L ) (5.52)

where
X2 X Pj+P X
< 1> < . 12 . 1>

f (mmgmmy e

(5.53)
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(xp) (Bt

TN (g )

(5.54)

and

X1 X0+XoX4 <X1P2+P2X1
2 2

< X, P1+P; X > < P P4+-Po Py >
2 2

According to the Positive Partial Transpose criterion by Peres-Horodecki, the
minimum eigenvalue of the transpose of V; must satisfy the equality:

M= (5.55)

(A(w) + AV - 4Det(Vt)>

A = 5 (5.56)

where
A(V;) = Det(A) + Det(B) — 2Det(M) (5.57)

When A,;;, > %, the Gaussian states are separable, and for the measure-
ment of entanglement, we can use the logarithmic negativity. This measure
is given by the following equation:

En = max{0, —In(2l,,;,) } (5.58)

Using the PPT criterion, we investigate the dependence of entanglement on
the distance r. First, we study the case where the initial state is a vacuum
state |¢(t)) = |0)|0). For this state, we calculate the correlation matrix of the
initial state, and using this, we continue with the definition of the covariance
matrix V;.

5.3 Asymptotic states and generation of entangle-
ment

In this section, using the PPT criterion, we show that the open system dy-
namics of our model, i.e., the detectors, lead to a unique asymptotic state.
This state is correlated, and it is entangled for small separations.

5.3.1 Asymptotic state

In Chap. 2, we showed that the reduced density matrix propagator for this
model is fully determined by the matrices R(t) and S(t). In Sec. 4.2, we
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FIGURE 5.1: Evolution of the correlation functions Sy, x,, as a function of
I't and for different values of I'gr. In this plot I'g/Q) = 1073.

evaluated R(#) and showed its non-Markovian behaviour for I'r > 1. The
matrix S(t) is determined by Eqs. (4.15—4.17).

When evaluating the matrix elements S,;(t), we find that even for the
non-diagonal elements the dominant contribution comes from the functions
up1(t) and upy(t) and their derivatives. These functions are well described by
the pole term except for very long times. Hence, we expect that the WWA is
accurate for S, (t). Numerically, we find that the difference between S, cal-
culated via the WWA and the exact expression is of the order of I'j/() << 1.
If we substitute the pole term for u(t) in Egs solely. (4.15—4.17), integration
can be carried out analytically. They lead to an analytic expression for S, (t)
that is accurate to order I'y/ Q).

The functions u,,/(t) vanish as  — oo, hence, so does the matrix R ().
Eq. (4.7) implies that as t — 0, the Wigner function propagator becomes in-
dependent of . Numerical evaluation of S,;(t) shows that it asymptotic to
a constant matrix for large i—we denote this matrix by S(c0). Hence, asymp-
totically the system is described by the Wigner function

1
71y/det S(o0)

By Eq. (4.10), the correlation matrix at infinity V,;,(o0) coincides with S,;(c0).

Interestingly, the matrix S(c0) involves correlations between the two de-
tectors: the matrix elements Sx, x, (o), Sp,p,(00) and Sx, p, (o) that describe
such correlations are non-zero. To see this, we use the fact that the dominant
contribution to S,,(o0) is well approximated by the WWA. Substituting Eq.
(4.39) into Egs. (4.15—4.17), taking the limit ¢ — oo, and keeping terms to

Wel2) = oxp |35 () (559)
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FIGURE 5.2: Evolution of the correlation functions Sp,p,, Sx,p, as a func-
tion of I't and for different values of T'yr. In this plot I'1/ Q) = 1073,

leading order in I'y/(), we obtain

5x,%,(00) = Sx,x,(00) = o [L + I (Sin(ﬂ+r) — Sin(Qr)HSbO)

O F+ T_ 2Qr FJr T_

1 1 1 sin(Q.r sin(Q_r

Sp,p,(00) = Sp,p,(0) = TH( {Rr + 1 " 50, ( (1"++ ) _ (l"_ )>§5.61)
20 (6Q)  sin(Qyr) —sin(Q_r

SX1P1 (OO) = Sszz(oo) = O (6 ( + )401’ ( )95.62)
(5.63)

I'p| 1 1 1 sin(Qr sin(Q_r
Sx,X%,(%0) = Sx,x,(00) = o) {H b Uit Tow ( (F++ ) + (F_ )>§5.64)

1 1 1 [sin(Q4r)  sin(Q-_r)
Sp,p, () = Sp,p,(0) = T2 {H o Te ( T, + 5.65)

Sx,p,(00) = Sx,p, (00) = % <—1 4 Sin(y r)zgfin(ﬂr) 95.66)
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Remarkably, the correlation terms Sx,x, and Sp p, turn out to be of order
(To/ Q)O, i.e., of the same order with the diagonal terms. However, unlike the
diagonal terms, correlation terms are suppressed as ()r becomes significantly
larger than unity. For Or ~ 20 or smaller, there is significant residual correla-
tion between the detectors. This may appear surprising, but we note that the
destruction of correlations is a common feature of either high-temperature
baths, or systems of qubits, and not a generic property of open quantum sys-
tems. The existence of asymptotic correlations appears more intuitive when
viewing the oscillators as actual particle detectors. We would expect the de-
tectors to develop correlations if they dominantly interact with particles with
de Broglie wavelength of the order of their distance'.

Next, we examine whether the asymptotic state is entangled. To this end,
we employ the Positive Partial Transpose (PPT) separability criterion of Peres
and Horodecki [59, 60]. In the present context, the PPT criterion is applied to
the correlation matrix V. A correlation matrix on L?(R) ® L?(R) is separable
if it satisfies

V> —%(), O = AQA (5.67)
where () is the symplectic form on the four-dimensional phase space of two
particles and A is the matrix of the PPT operation A = diag(1,1,1, —1) [61].

In Fig.(5.4), we plot the minimal eigenvalue of S(c0) + %Q as a function
of Or. A negative value of A_ indicates an entangled Gaussian state, a pos-
itive value of a separable Gaussian state. We see that the asymptotic state
is entangled for Qr < 1.79 and that the entanglement is stronger as r — 0.
The results are qualitatively compatible with the analysis of Ref. [18] (that
ignores backreaction) and the analysis of Ref. [58] (that employs a pertur-
bation expansion scheme). We note that Egs. (5.60—5.66) provide the exact
asymptotic expression of S in the weak coupling limit.

5.3.2 Entanglement generation

Having established the asymptotic behavior of the two-detector system, and
identified the asymptotic behavior of entanglement, we examine how entan-
glement is generated in time. Again, we employ the separability criterion
(5.67). We consider an initial factorized state |z) ® |z), which is a product of
coherent states. In Fig. (5.5), we plot the lowest eigenvalue of V; + %Q as a
function of T'pt, where V; is given by Eq. (4.10). As expected, entanglement is
generated only at early times.

IThere is no lower limit to ) in our model—except for the infra-red cut-off— so the de-
tectors could be correlated even if they are separated by microscopically large distances. Of
course, actual particle detectors are macroscopic systems, and the variables X, are highly
coarse-grained. The inclusion of additional degrees of freedom to the detector would intro-
duce decoherence effects that would suppress such correlations beyond some length scale
L.
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The choice of the initial state |z) ® |z’) does not significantly affect the en-
tanglement creation. Other factorized initial states exhibit the same behavior.

For z = 2z’ = 0, the initial state is |0,0), i.e., the ground state of the system
of two oscillators. However, this state is not the lowest energy state for the
tull field-detector Hamiltonian. For this reason, the energy of the detector
degrees of freedom momentarily increases as a result of the interaction with
the environment, which would be paradoxical if |0,0) were a true ground
state.

The state |0,0) may be viewed as a ground state of the system if we can
assume a set-up in which the field-detector coupling switches onatt = 0. As
long as the switching on takes place at time-scales much smaller than T 1,
the solutions to the reduced dynamics derived here are applicable.

In this context, the creation of entanglement from an initial vacuum state
is referred to as harvesting of the QFT vacuum. Most research on harvesting
focuses on the evaluation of the effect in the lowest order of time-dependent
perturbation theory. This is a good approximation as long as the interac-
tion is switched on for a time interval much smaller than the relaxation time.
For longer times, an open-quantum system treatment that takes backreaction
into account is essential. To see this, note that for small separations between
the two detectors, entanglement is generated at early times, but this entan-
glement is degraded in time, leading to an asymptotic state with classical
correlations. This implies that studies of entanglement extraction that ignore
backreaction may significantly overestimate the amount of harvested entan-
glement.

Finally, we note that there is no significant generation of entanglement
outside the light-cone for static detectors.

5.4 The challenge of causality

An important motivation of this work is to understand how causality is im-
plemented in the communication of separated localized quantum objects that
are interacting through a massless quantum field. The present model, be-
ing exactly solvable, provides an explicit demonstration of Fermi’s two-atom
problem, in which the fundamental physical issues are not obscured by ques-
tions about the validity of approximations.

It is straightforward to verify that the classical equations of motion (4.13)
are not causal: X,(#) depends on the value of X;(0), even for times t < r.
In some sense, this result is to be expected. Eq. (4.13) describes the inter-
action between the oscillators in terms of direct coupling in position—even
if it is non-local in time—and it is well known that direct particle coupling
cannot lead to causal dynamics in relativistic systems. The problem is that
Eq. (4.13) describes the evolution of the expectation values of the observables
X1 2; hence, its non-causal behavior seemingly implies superluminal signals.

Having an exactly solvable model allows us to demonstrate explicitly that
this non-causal behavior is not an artifact of common approximations em-
ployed in such systems—for causality violation in Unruh-DeWitt detectors
in a perturbative evaluation, see [62, 63]. First, non-causality is not due to the



5.4. The challenge of causality 57

choice of a factorizing initial condition, that was employed in the derivation
of the density matrix propagator. Such a condition is arguably unphysical be-
cause any preparation of the system cannot affect arbitrarily high energies of
the field. Factorizability holds at most up to a cut-off energy scale. However,
as mentioned in Sec. (4)existing models in the theory of open quantum sys-
tems strongly suggest such correlations are mostly significant at early times
and that their effects become negligible as correlations are established be-
tween system and environment due to dynamical interaction.

More importantly, we can derive an exact evolution equation for the ex-
pectation value (X;) [29]

2 t
2 )+ ORE0) +2 L [l =) (R (5)) = L 5 (10)568)

i

where j; is the field operator associated to the i-th mode, evolving according
to the free equations of motion for the field. We can also choose the initial
state to satisfy (¢(x)) = (rt(x)) = 0, where 77(x) is the field conjugate mo-
mentum?. This condition implies that (4;(t)) = 0, hence, (X,(t)) satisfies to
Eq. (4.13). Mean values evolve non-causally, irrespective of the initial condi-
tion.

The situation is analogous to that of Fermi’s two-level atom that was
mentioned in the introduction. In this sense, it is generic to all relativistic
systems with well-localized subsystems. Hegerfeld proved with minimal as-
sumptions that for any systems A and B, in disjoint regions, that interacting
through a quantum field, the excitation probability of B is nonzero immedi-
ately after t = 0 [15]. The present model exemplifies Hegerfeld’s theorem in
an exactly solvable system.

Hence, this type of non-causality is not a feature of unphysical dynam-
ics, for example, due to the limited validity of the field-particle coupling of
this model. To see this, note that field-particle couplings can be derived for
the dynamics of a N-level atom coupled to the electromagnetic field [64].
The harmonic oscillators considered here can be viewed as atoms with equal
spacing in the levels and N — oo. The starting point in such derivations is
the full Quantum Electrodynamics. The crucial condition that leads to cou-
plings of the form (4.18) is the dipole approximation. This asserts that the size
of the localized systems is much smaller than the wavelength of the emitted
radiation. Since the size of those systems defines the cut-off frequency of A,
the dipole approximation is expected to hold with an accuracy of the order
of (2/A. Hence, corrections to the dipole approximation (and, hence, to the
tield particle coupling) are expected to increase with () and to be sensitive on
the cut-off A. This is the case for the runaway solutions that are regularized
away—see Sec. 3.2. In contrast, the non-causal behavior that characterizes
Eq. (4.13) is insensitive to () or A.

2This is a natural condition for a state that behaves like the field vacuum. In any case, the
mean value of the field and its conjugate momentum can be shifted to any value by a unitary
action of the Weyl group, that is generated by the field canonical algebra.
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For this reason, we believe that the problem of causality in detector-field
interactions is fundamentally kinematical and not dynamical. This is sup-
ported by several theorems on the impossibility to define localization observ-
ables in relativistic quantum systems [65, 66, 67]. Existing definitions of lo-
calized observables conflict the requirement of relativistic causality. Observ-
ables that appear to be local and causal in classical theory or non-relativistic
quantum theory (e.g., a particle’s position) fail to be so in relativistic quantum
theory. In particular, this is the case for the quantities X, and P, that describe
the degrees of freedom of the oscillator detectors in the present model. Once
the interaction with the field is present, they canno longer be viewed as local-
ized observables pertaining to a single detector. Being non-local observables,
their non-causal evolution is not problematic.

This also means that a causal description of the relativistic transmission
of information requires a consistent definition of localized observables. The
Hilbert space of the system Hot = Hy1 @ Hapr @ Hgie1q, Wwhere Hy, is a Hilbert
space associated to the a detector and H f;,4 the field Hilbert space. An oper-
ator that corresponds to a measurement in the detector 1 should not be of the
form A ® [ @ I. Still, rather, it should be a non-factorized operator on H ;o
that reduces to the factorizing form for A — 0. Rather heuristically, a local
observable should include a contribution virtual photons before in order to
be compatible with causality [16].

It is doubtful that self-adjoint operators that generalize X, and P, for the
interacting system can be defined in a way that is compatible with causality.
There are strong arguments-that ideal measurements—i.e., measurements
corresponding to self-adjoint operators—are incompatible with causality in
QFT [68]. These arguments are completely independent of Fermi’s two-atom
problem. This means that we must express QFT measurements in terms of
Positive-Operator-Valued measures (POVMSs). One of us has proposed the
use of time-extended observables for the description of particle localization
[69]. Time extended observables correspond to POVMs that partly depend
upon the dynamics of the quantum system [70]. Hence, a model with exactly
solvable dynamics, such as the one analyzed here, is important for the ex-
plicit construction of such observables and for testing their causal behavior.

Implications to entanglement generation. We argued that operators of the form
A ® [ ® I could not be viewed as corresponding to a local measurement of
the first detector, and similarly for operators of the form [ ® A ® [ in rela-
tion to the second detector. However, the representation of local measure-
ments with operators of this form is a cornerstone of quantum information
theory. In particular, it is a prerequisite for identifying entanglement as a
quantum resource. Of course, this representation is based fundamentally on
non-relativistic quantum physics. It does not directly apply to relativistic
quantum systems, and it does not incorporate the severe restrictions raised
by QFT.

Hence, there is no fundamental justification that the usual measures of en-
tanglement between the detectors define a genuine quantum resource when
the detectors are coupled to a quantum field. One cannot assert that these
measures describe non-classical correlations between localized measurements.
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Hence, the physical relevance of entanglement harvested by the vacuum of
entanglement generation outside the light-cone questionable.

In our opinion, we must first resolve the issue of defining an appropriate
notion of localized observables in relativistic QFT, as exemplified by Fermi’s
problem. Then we can attempt to define a new quantum resource that repre-
sents Bell-type correlations in the QFT context.
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function of I't and for different values of I'gr. In this plot I'(/Q) = 10-3.
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FIGURE 5.4: The minimal eigenvalue A_ of the matrix S(c0) + () as a
function of Qr.

(A) Qr =05 (8) Qr = 10
(C) Qr = 100 (D) Qr = 1000

FIGURE 5.5: The evolution of minimal eigenvalue A_ of V; + %() for ini-
tial factorized state |z) ® |z’) and for different values of Qr. We see that
entanglement is generated only for small r.
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5.5 Summary and Conclusion

The next-generation quantum experiments in space lie in the regime where
the relativistic effects become significant. For this reason, it is crucial to in-
vestigate how separated quantum systems interact via relativistic quantum
fields. Summarizing, we studied the evolution of the system of two local-
ized detectors (oscillators) interacting through a massless quantum field in
a vacuum state via an Unruh-DeWitt coupling. This system admits an ex-
act solution is providing a good model for addressing fundamental issues
in particle-field interactions, causality, and locality in quantum field mea-
surements that are relevant to proposed quantum experiments in space. Our
analysis of the exact solution leads to the following results.

1. Common approximations (Markov approximation, perturbative mas-
ter equation, Wigner-Weisskopf approximation) used in the study of
analogous open quantum systems fail when the distance between the
detectors becomes of the order of the relaxation time or larger, i.e. 74,y ~
Trelax- Even if this result is derived in a specific model, we believe that
can be generalize for any system interact with the environment with
Hamiltonian of the form:

Flint = Y 1, Kol (5.69)
ir

In particular, the creation of correlations between remote detectors is
not well described by ordinary perturbation theory and the Markov
approximation.

2. There is a unique asymptotic state that is correlated; it is not entan-
gled unless the detector separation is of the order of magnitude of the
wavelength of the exchanged quanta. So, the entanglement generation
in this regime, persists at times of the order of relaxation scale, beyond
the most recent studies of the entanglement generation from vacuum
(harvesting) [71].

3. The evolution of seemingly localized observables is non-causal. The
latter is a manifestation of Fermi’s two-atom problem, albeit in an ex-
actly solvable system. We argue that the problem of causality requires
a re-examination of the notion of entanglement in relativistic systems,
in particular, the physical relevance of its extraction from the quantum
vacuum.

We believe that the model presented here provides an important tool for ad-
dressing foundational issues in QFT, because it has a formal exact solution,
and provides full mathematical control to all approximation schemes. It may
be used for constructing localized observables to address the Fermi problem,
for understanding causal propagation of information in QFT, and for gener-
alizing existing quantum information concepts to relativistic systems.
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5.6 Thesis Features and Conventions

The description of the causal propagation of information between two sepa-
rated harmonic oscillators, presented in this work is suited for studying in-
formation transfer and non-Markovian dynamics for any system with Hamil-
tonian that can be written in terms of

Hie = Y %0t (5.70)
ir

Our results can be applied for any system of atoms that interacts with an
electromagnetic field. Also, our exact solvable system can be applied for the
studying of the Non-Markovian dynamics for a system of two-qubits in gen-
eral bath and for the studying of the entanglement dynamics in two-qubits
system. Finally, our exact solvable system provides an exact mathematical
control for all systems are based on approximations. It may be used for the
understanding of causal propagation of information in Quantum Informa-
tion Field (Q.ET.). It is also useful for the understanding of causality and
locality in relativistic quantum information theory. Last but not least, it may
be used for the checking of the Fermi problem at the upcoming experiments
in space that can be studied at the Lunar Gateway (NASA)—see. fig. (5.6).
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(https://www.nasa.gov)

Many different applications have been left for the future. We want to
continue our research by studying the case of one harmonic oscillator for the
case of the strong coupling between system and environment. In appendix
D, we present some of the calculations of significant quantities for the case of
a system of one harmonic oscillator interacting with the environment. Also,
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we would like to describe the causal propagation of information between
two separated harmonic oscillators in one dimension.
Finally, for our system, we would like to determine:

1. the discussion term of a Master equation D?’(t), that incorporates the
effect of environment-induced fluctuations,

2. and the uncertainty function Ay, Py which provide the witness of entan-
glement of any quantum state.
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Appendix A

System of two harmonic oscillator:
Calculation of solution of
homogeneous equation of motion

Uppr(t)

In this appendix, we give the explicit form of the solution of homogeneous
part of equation of motion for the system of two harmonic oscillators.

A.1 Evaluation of the Laplace Transform Integral
of matrix A1

For the case of the system of two harmonic oscillators interacting with a
scalar field, in order to calculate the solution u,,(t) = L~1!A~1(z) of the ho-
mogeneous part of equation of motion and determine the matrix R(t), it is
important to calculate the matrix A~!(z). The matrix A~!(z) can be written
as:

. B 1 1 11
A7 (z) = E{ZZ+QZ+2’70(Z)+2'7V(Z)(1 1>
1 1 -1
e e (0 1) e

so that
. _
o-lro(i)ern(h ) e
in terms of
1 c+ico €Zt
fe(t) = 27ti /c—ioo dzzz + 02+ 299(2) 2%, (2) "
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The integrad A.3 have abranch cutatz = 0 and two branches cutatz = —e £
i/A. So, for the calculation of the inverse Laplace, we integrate the function

ezt

22 + O + 290(z) £ 29+(2)

(A.4)

using the Bromwich contour, see the fig. (A.1).
Using the Cauchy’s theorem we find the functions f+ () and we can see
that this function is a sum of two terms:

fe(t) = L+ 1:(t) (A.5)

The first term of the function A.5 called pole term and the second called branch-
cut term.

A.2 Calculation of the pole term
The calculation of poles of the eq (A.1) is done by solving the following equation:

22 4+ 0% 4 270 (z) + 27,(z) = 0. (A.6)
Using the perturbation theory for:

—iQ) + A%z
= +iQ) + A%z,

z

++ I+

z

and leading order in A2 we have:

Zi = —FJF + iQJr, (A7)
+ —T, —iQ_ (A.8)

where

A2 sin(rQ))
= m (1 0 )’
A% [cos(rQ) .. A?
_871'20 ( o) SZ(TQ)+ZH <1+m)
Sin(rQ))

The second equation that we have to solve, is

22 4+ % 4 270(z) — 27,(z) =0, (A.10)
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with:
2= = —iQ+ A%z,
z; = iQ+ Mz
and we have:
z, = I _+iQ_ (A.11)
z— = —I'_—iQ_ (A.12)
where

Lo_» (1_sin(rQ))

167t() r()
A? cos(rQ)) . A?
Q. = - — Q 1+ —
87120( o) Si(r )+ln( +(Q+€)2)
n(rQ)
+ Smr(r )Ci(rQ)> +Q (A.13)

and the Q) is the Lamb shift.

A.3 Calculation of Inverse Laplace Transform

Closing the left yields (schematically), the integrals fCRA' fCRB’ fCRC’ fCRD’ fCRe’ fCRE,’
vanish as R — oo. Therefore the integral f(t) take the form:

T - A.14
[ = ,
f:t( ) /C—zoo ZZ2 + 02 + 2’)’0(2) + 2’)’1»(2) ( )

0 eZt —o0 ezt
t) = dz + / dz
Y /—oo 224+ 2 +270(2) +274(2) ~ Jo 22 + 2 + 270(2) + 27,(2)

0 eZt —00 ezt
) = [ d |
f-(®) /—oo Zrai- 2970(z) + 27,(2) + o FrEroro 270(z) + 27(z)

forzt = —s+1eand z= = —s + 1€ the equation A.15 can be written as
0
I.(t) = —2/ dse ™!
( (Yo(=s7) —v0(—=sT)) + (7r(—=s7) — ¥r(=sT)) )
(52 + Q% 4 270(—5") + 27+ (=s7))(s2 + O + 2y0(—57) + 27+(—s7))

and

0
I_(t) = —2/ dse st

< (vo(=s") = v0(=s")) = (¥r(=5") = 1r(=s")) )
(82 + 2+ 270(=s") = 297 (=5™)) (s + O + 270(—=s7) = 27,(—s7))
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transformed diagonal and non diagonal elements of u,,/(t). Integration is

along a straight line from ¢ — ico to ¢ + ico, where c is a real constant larger

than the real part of the poles of the integrand. The contour is closed by a
semicircle of radius R — co.

where
)\2
Yo(z7) —y0(z7) = —ig (A.15)
.A? sinh(rs)
+y =) = 2V Al
Yo(z™) — v0(z7) e e (A.16)
Therefore
2 o 1 sinh(rs)
I+(t) = _12_7‘[/ dSE_St + Is 5 3 T 5
0 (s2+ 02+ 2F(s) +2G(s))%2 + <§\—n) <1+%)
and

sinh(rs)
1- rs

AZ 00
[_(t) =—i— —°
(1) 147T/0 dse

t
(s2 4+ 02 + 2F(s) — 2G(s))2 + <§72T)2 (1 R sinh(rs>)2
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In fig. (A.2) we can see the evolution of the following terms:

1. Non-Markovian term 14 (t),

2. Markovian term £ (t),

3. and the total term uq1(t), ui(t).

for the parameter Qr = 100.
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FIGURE A.2: Time evolution of the QI (), as a function of T'yt and for
value of OQr = 100.
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FIGURE A.3: Time evolution of the u11(t),f%(t),f° (t), u12(t) as a function
of T'pt and for value of Qr = 100.
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Appendix B

Exact solution for the system of two
harmonic oscillators

We showed that the reduced density matrix propagator for this model is fully deter-
mined by the matrices R(t) and S(t). In chapter 4 , we evaluated R(t) and showed its
non-Markovian behavior for Tr > 1. When evaluating the matrix elements S (t),
we fnd that even for the non-diagonal elements the dominant contribution comes
from the functions uy1(t) and upy(t) and their derivatives. These functions as we
can see at the following plot, are well described by the pole term for very long times.

B.1 Correlation function of harmonic oscillators in
a thermal state at temperature T=0, Sx, X,

We begin from the definition of the correlation function S(t), then we present the
asymptotic expansion of them and finally we can see the evolution of them at the
corresponding plot.

1 gt R 1t a
5x,X, = <;Mq/o dsurq(t—S);cirq?(S);,M—W/o dS/”r’q’;er’Q?(5/)>

Sx,x, = Z /dsum Zcer /dsurq —S)chr/<q5)(s)q]°(s’)>
j

The correlation functions for the case of harmonic oscillators in a thermal state with
temperature T, can be written as:

(RER)), = b5 ! - coth (1) cos [wi(s — )] (B.1)
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Sxx, = ZMqu / ds/ sty (£ — )ty (£ — )

q9'
CirCiy! /
Zi: Zmiwl coth <2T> cos[wi(s —s')]
where the noise kernel, can be defined as
CirCiy! Wi
U, (s) =) ———coth ( = ) cos(w;s B.2
7 (9) = L gy coth (57) cos(eis) (B2)
with asyptotic form:
Sx,x, = MqM / ds/ ds'ttrg(t — 5)0p (s — 8 upg(t —s)  (B.3)
CirCiy! Wi
i(s) = th B.4
0 (8) = gt coth (57 ) cos(es) (B4)

In our model we consider taht T = 0=>coth (;"—T’) — 1 (vacuum).
Finally, the correlation matrix take the form:

Sx,x, = A—Z/tds [u11(s)]> + A—z/tds [u12(s)]?
+ 167‘cr (/ ds/ ds'u1(s)(H[(s —s') + 7] — H[(s — §') — r])u11(s)
+ /0 als/0 ds'u11(s)(H[(s — &) + 7] — H[(s — ") — 1])un (S/)> (B.5)

)\2

5x1% { ! + ! + Iy
e\ (Q2 +T2) T_(Q2 +T2) 202(02 +T12)
| 1sin(Qyr) 1 sin(Q-r)
202 (02 +412) 2r 03T, ' 2r Q3T } (B.6)

B.2 Correlation function of harmonic oscillators in
a thermal state at temperature T=0, Sx, x,

We continue with the matrix Sx, x,, that calculating with the same way as the matrix
Sx, X,

S5x,% = Sx, %, (B.7)
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temperature T=0, Sp, p, 73

The final expansion is:
A2 1 1 I,
S
X% 16n{r+(ni+ri) oz ) T2r (@ )
r_ 1sin(Q4r) 1 sin(Q-r)
— = — B.8
* 202 (% +41%2) 2r O3T,  2r Q°T_ } (B.8)

0 2 2 3 8 0 2 2 G 3

rt rt
(A) Correlation function Sy, x, ,for (B) Correlation function Sy, x,, for
r =100 r = 1000

FIGURE B.1: (a)Sx,x, for parameters of our system I'r = 0.1, 2 = 1073,
O = 1.0, A = 100 and (b) Sx,x, for parameters of our system I'r = 1,
a=10"30=1.0,and A = 100

0.025F 1 S

0.004
0.020

0.003 0.015

X X
X X
® o002 ® 0010
0.001 0.005
0.000 0.000
0 1 2 3 4 5 0 1 2 3 3 5
rt r
(A) Correlation function Sy, x,, for (B) Correlation function Sy, x,, for
r =100 r = 1000

FIGURE B.2: (a)Sx,x, for parameters of our system I'r = 0.1, 2 = 1073,
O =1.0,and A =100 and (b) Sx,x, for parameters of our system I'r =1,
a=10"3,0=10and A =100

B.3 Correlation function of harmonic oscillators in
a thermal state at temperature T=0, Sp, p,

The matrices Sp, p, and Sp,p,, can be defined as

Sprpr/ - <P7’Pr/> == <M1’5\<1’Mr/5\<r/>



74  Appendix B. Exact solution for the system of two harmonic oscillators

Spp, = MMy (X, X,)

1 -
Spp, = MM, <Zﬁ/o dstirg(t —s) Y cird? (s)

q i
ZC]r’q] >

1 .
Spp, = MV’MY’ZM/ dsum(t—s)Zcir
q q 70 i
Tt A0/ A
ZM_q/‘/O dS/Mr/q/(t—S/)Zer/ <q?(S)C]?(S/)>
]

(#ERE)) = 85— coth( 1) cos [wi(s =)

However

Spp, = Mer/ MM /ds/ ds'iiyg (t — 8)thpy (t — s')
q

CirC]r .
X ;27711'601 coth <2T) cos [wj(s — )]

where v,,/(s) is the noise kernel, defined by:

Oy (8) = chlrﬁ coth (2T> cos [wj(s —§')]

; m;w;

therefore:

1 t t
Spp, = MM, Y M /0 ds/o ds'ttyg (t — 8)0p (t — )il (t —s') (BI)
/ qvig’

with asymptotic expansion:

S /\_z{i + i — 'y + I
APy 16 \T, " T_ 2(02 +T2)  2(02 +T12)
_ sin(Q4r) N sin(Q_r) 3
20, Tyr 20T r  202(0% +T2)
e [ysin(Qqr)  T_sin(Q-_r)
- - B.10
2O2(OZ412) 207 208 } ®10)
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temperature T=0, Sx,p,

2.0} : = t 1 Sp,p, 200

0.5 0.5

0.0+ N 0.0

1~ Sk, p,

0 1 2 3 3 5 0 1 2
rt rt

(A) Correlation function Sp,p, ,for

3

r =100 r = 1000

FIGURE B.3: (a)Sp, p, for parameters of our system I'r = 0.1,a = 10

_3/02

1.0,A = 100 and (b) Sp,p, for parameters of our system I'r = 1,a =
1073,00=1.0,A = 100
and
A? 1 T, r_
S = —{— - — + +
i 16n{r+ T- " 2(02 +12) " 2(02 +12)
_sin(Qqr)  sin(Q-r) e
20, Ty r 20T r  20%(0% +T32)
re Iysin(Qyr) T_sin(Q_r)
— — B.11
* 202 (02 +T12) 203 20° } (-1

B.4 Correlation function of harmonic oscillators in

a thermal state at temperature T=0, Sx,p,

Finally we define the matrix Sx,p,, as:

Sery/ - <err/> = <X7Mr/Xr/> = MI’/<X1’X1”>

t
Sx,p, = My < q Mq/() dsurq(t—s)ZcirqA?(s)

1
/ds g (t ZCJV’ §9()3%(s")

4

(B) Correlation function Sp,p,, for

5
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0.005} [ [ [ ] T T T T -
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FIGURE B.4: (a)Sp,p, for parameters of our system I'r = 0.1, a = 1073,
Q = 1.0, A = 100, (b) Sp,p, for parameters of our system, I'r = 1,a =
1073, Q0 =1.0, A = 100
and (c) Sp,p, for parameters of our system, I'r = 50 , a = 1073, O = 1.0,
A =100

(#(6)8(")) = b coth (1) cos [awi(s —5')],

iWij

Therefore:

SXrPr/ = M Z

Mq /dsumt—s chr/ ds' il (t —s')

1a) coth <2T> cos|wj(s —s')]

X
sl
D

\
S

~.

I\)

t
Sx,p, = My ) /0 ds/o ds'ttrg (t — 5)0pp (5 — 8" )il (t — '), (B.12)

q/ Mqu/

where
CirCip

w;
Uy (8) = ;m coth <2T> .cos(w;s)
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temperature T=0, Sx,p, 77
Finally:
A A 1 t £ / AP /
(XyPy) = My % M, M, /0 ds/o ds'urg(t — 8)0p (s — 8 )ty (t —8')
with asymptotic expansion of the correlation functions Sx,p,, Sx,p,, the:
S A2 { 1 N 1 rz
X,pp = - -
b 167 2002 +T2)  2(Q2+T12) 202(03F +T13)
r2 sin(Q)_r)  sin(Qyr
+ 5 . - ( 2) ( +2) } (B13)
202 (02 +T2)  2rQ_ 02 2rQ, 07
o0 — Nor; Markoviar‘l and Mark‘ovian (erm‘i il ¥ ; Non Mark‘ovian and Ma‘rkovian term"
< -0.002 1 < -0.002
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t rt
(A) Correlation function Sy, p, for (B) Correlation function Sx, p,, for
r =100 r = 1000

FIGURE B.5: (a)Sx, p, for parameters of our system I'r = 0.1,a = 1073,Q) =
1.0,A = 100 and (b) Sx,p, for parameters of our system, I'r = 1,a
1073, =1.0,A = 100

S S { B 1 B 1 B 2
AR g6l 2(02 +T2)  2(02 +T2) 202 (02 +12)
FZ . _ .
N sin(Q) 1;) sln(Q+Z)} (B.14)
202 (0% +T2)  2rQ_0%2  2rQ, 02

/- Sxi P,



78

Sx, P,
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Appendix B. Exact solution for the system of two harmonic oscillators
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FIGURE B.6: (a)Sx,p, for parameters of our system, I'r = 0.1,a =

103,00 = 1.0,A = 100 and (b) Sx,p, for parameters of our system ,
Ir=1,a=1030Q=1.0A =100

~Sx P,
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Appendix C

Two-point correlation matrix

Proof of the equation (4.10)
The two-point correlation matrix in phase space coordinates, can be calculated
as:

Vi = —Tr[ (Eabp + E8a)] — Tr(pLa) Tr(pEp) (C.1)
Vi = R(H)VR'(t)+5(t) (C2)
Proof.
Vb = —TV[P(ﬁaﬁbeer@a)]—Tr( £ Tr(p¢p) (C.3)
Ve = vab—lTr[ (Ealo+ Eola)] — Tr(pE) Tr(pls)  (C4)

We know that the expectation value of an observable O depending on the
system variables, can be expressed from the expansion:

(O(t)) = Tr(Op(t)) (C.5)

In the eq.(C.4) the trace of the corresponding variables, takes the form:

Tr(p(8aGp + CuCa)] = Tr(($alp + CuCa)p] = (Galp + CpCa) (C.6)
Tr(pga) = Tr(Gap) = (Ga) (C.7)
Tr(ogp) = Tr(Gpp) = (Cp) (C.8)

Finally, we have:

Vb = 5(8alp + EpCa) — (Ea) (Gp), with  (Z;) =0and (&) =0  (C.9)

Also, we can use the bellow equation in Wigner distribution:

+o00 +oo
("'>Xi,Pi = / dX/ Wr(erPz/t)

(C.11)
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(CaCp + CpCa) = /_J:o dZ(Caly + CpCa) Wi(S) (C.12)
2n

We) = [ kil &) Woldo) 13)

K:(&f, Go0) = de;%() (C.14)

< exp |5l - EnOISAOIE - )] €9

with
(Gt Gt = [ el gamébéa)M
oo~ 26— EL OIS (D2} Ci’z Wo(&o) (C.16)
but,
STl + B8] = 5{Guls + Euiie) = (Eala) (€17)
@) = [ de(a) Yo
e 2[§f Rb()éf] ()[Cf Ré’(t)ég] (C18)
in terms of:

& —Ri(NE=¢ = & =¢+RyUE (C.19)

& —RUDE =8, = & =&, +RUHE. (C.20)
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Finally, the eq.(C.18) takes the form:

) A ) dersi 0w go)

@) = [ 42+ RY(DE) (@ + RUDEH)
— [ de(@; + GRS + Rk B

VA5 - hes (1) Wo(Go)

N
_ / dE(E ) M(g $E4S (g (2
+ /dé (GAR2(1)E) de7tTS ,- S (O Wo (o)
+ /dé (RY(t Coéb)Me 5&5;;,1(t)é’i,w0(§o)
v [ az(rynzrt @z YO s oty )
= L+hth+l (C21)

with

\/ 1 larg
= [ @) M s MWp(G)  (C22)

Using the Gaussian integrals, which are defined by the following identity:
Gaussian integrals

1 em)r 1
k k —
/x ey - Eijzl Ay " =\

x Y (ATHkwke (AT kevken (C.23)

c€SHN

The integrals I1(t), (), Is(t), I4(t) becomes:

(27r)2N 1
detS—1 Z_NS”b

o= YOO [ rinde s Oty @) =0 (€29

/ -1 12 c—1 /
o= VI Ry che)e S o) = 0 (20
(C.27)

L =

=S, (C.24)
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and
detS_l t _1arco—1 /
o= Y rynaRi @) s Otz (29
VdetS—1(t) [(2m)2N 1
= N detS—1 2_NRg(t)RbCVObc (C.29)
= RyVopeRE, (C.30)
= (RVoR") gy (C.31)
Finally,
(Ealy) = L+L+L+1=S44+0+0+ (RVHR)y (C.32)
(€alp) = (RVORT)ap + Spp (C.33)
Vo = (RVoRT) g+ S (C.34)
u

Therefore, we find that the two point correlation matrix V(t) at time t, can be
written as:

V(t) = R(t)VoRT(t) 4+ S(t) (C.35)

where V) the correlation function of initial state.

The first term of the right side of the eq. (C) describes the evolution of the sys-
tem according to the classical equations of motion. On the other hand the second
term corresponds to effects of the environment to the system and therefore would be
contains all the information that the system loses and trasmitt to the surrounding
environment.
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Exact solutions to the open system

dynamics

D.1 The case of the system of one harmonic oscil-

lator

In this section, all the expressions expressed initially (in Sec. 3.2), will be used in
the case of a system consisting of a harmonic oscillator and which interacts with an
environment that we consider to be a scaled field. Initially, we should construct our
model, that is, define it the Hamiltonian of the total system. So, we consider a system
of one harmonic oscillator of mass M, and of frequency ), that interacts with a
environment, that modelled as harmonic oscillator. The total system describes from

the following Hamiltonian:

Ht = Hsyst + Henv + Hint

where

1 1
Hsyst = —P%-l-—mwﬂﬁ

Hpp — / d'x { V4>) ! 249] - / ket o

1 )
t ( (P( )‘71 ( 1) EE 1\/2_(0qu

D.1.1 Calculation of dissipation kernel

The matrix vy, is the dissipation kernel and is defined by

cien
Yrr(8) = — Z % sin(w;s)
i

Having compared the Eq.(D.4) with the following equation

Hii’lt - chirﬁr‘?iz r = 1/2
T

i

(D.1)

(D.2)

(D.3)

(D.4)

(D.5)
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we find,
— _A ik
Cir — { G = ol
therefore, for the system of one harmonic oscillator and for m = 1, the Eq. (D.5) can
de written as

(s) = —/\2/ k1 11 sin(wys)
m n (270)" /2wy /2wy 2wy k
A? 'k 1 .
me) = — Wz_aJ,%Sln(Wks) (D.6)

. The equation (D.6) for 3 dimensions can be written as:

2 0o
Y11 (S) = —%/0 dk sin(ks) (D7)

and for 1 dimension, the dissipation kernel 11 (s) with wy = |k| , can be written as:

A% [ sin(ks)
T11(8) = _8_7r/o 2k (D.8)

D.2 Definition of matrix A;;'(z)

The definition of the solution of homogeneous part of equation of motion requires the
calculation of matrix A(z) and then the inverse of it. For this definition, firstly we
define the matrix A11(z), as follow:

A2 A2
An(z) =22 + 0% — e In (1 + Z—2> (D.9)

Secondly, we take the inverse of the matrix D.9, this matrix can be written as:

1
z2+02—§1n(1+§—§>

Al (z) = (D.10)

The last step of this process is to compute the inverse Laplace transform. For this
calculation, we have to calculate the poles of the function (D.10), ie to solve the
equation:

A2 A
2 2
* 8712 ( Tz ) (D-11)
Solving the above equation, using Mathematica, we found a positive root. This root
is naturally not acceptable because when an open quantum system interacts with
its environment, the system loses energy. To get rid of this positive root, we enter a
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small correction on matrix Al_l1 (z), the quantity €. Hence, the matrix A='(z) can
be written as:

I
Ap (2) = E R (1 N (zﬁ)z> (D.12)
so that
Af' (1) = f(1) (D.13)
in terms of
ft) = / H,ioo dz— zeZt - (D.14)
c—ico 22+ % +2911(2)

To compute f(t) for the z = —T' — iQpg and the z = —T + iQg where,

)&2
= ) (D.15)
and
A? A?
D.3 Calculation of solution u,,/(t)
The solution of homogeneous part of (4.13), can be expressed as follow
u(t) = LA Y(2)] (D.17)

In a weak coupling approximation, for the system of one harmonic oscillator we cal-
culate exactly the solution u,, (t). This solution can be written as,

A2 1 1
u?’?’/(t) = —m <?> —+ %;RBS(ZZ) (D18)

where

Y Res(z;) = e M

i

|:27'Z[£\;2R - 41“} cos[Qrt] + 4Qg sin[Qrt]
A2 A2 AT + 40%{

Clemi0}  mOp
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In weak coupling approximation, the above equation was simplified. Therefore,
o Tt

ZZRes(z,-) = Q—Rsin (Qrt) (D.19)

and the solution u,, (t) take the form [72]

A2 1 1 eIt
t) = — - ————sin (Qgt D.20
u(t) 16tO)* {t} T o Qg sin ( Rz (D-20)
Non—Mmf%vian term Mﬂrkoz;iran term

D.4 Noise kernel

The noise kernel for the system of one harmonic oscillator take the form

2 00
v11(s) = %/@ dk coth <%) cos(ks) (D.21)

D.5 Correlation functions

To calculate the correlation functions, we use the relation:

1 t t
X, Xy) = ds [ ds (s — 5"ty
(X X,r) %Mqu//o 5 /) S'trg(8)vgq (5 — 8" Uy,

for the case of a system of one harmonic oscillator we have: Vpy(s —s') =
2MyTé(s —s') =v(s — ')
It follows that:

1

qu/

(XX) =

t t
/ ds/ ds'ttrg(s)v(s — 8" )ugy
0 0
t

72 4 [} dsateots = s

- =

X

q

(XX) =)

q

1 g ! / / /

(XX) = ZMWT;W/O ds/o ds'uy(s)0(s — s )ug(s’)
(XX) = ZWT;MLEI/O dsug(s")ug(s")

Finally,

2y _ N AN
(X*) 29T M /O dsug(s') (D.22)
q
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Also,

1 t t
SPrP, = <P7P /> == MrM ! / dS/ dS/qu (S)U /(S - S/)u /! /(S/)
' r r o MaMy Jo 0 " "

The noise kernel for N = 1 is defined as:
Vg (s —5') = v(s — ') = 2MyTé(s — 5').

The equation D.22 with the expansion of the noise kernel takes the form :

(PP) = M,M, Z

MqM /ds/ ds"iig(s)2MqyTé(s — s')ig(s")
_ /. N
= MM,y — _
(PP) = MM, Y 22quT/ ds/ ds'iig ()0 (s — )ity ()
7 M; 0 0
t
(PP) — M,Mr/ZZAZI—T JREREINED
g Vg 70
t
(PP) = 2'yTMer/ZML/ dsiig(s")ig(s")
q g 70
Therefore:
1 f 204
SppzZ’)/TMrM,/ZM / dstiy(s") (D.23)
g g 70

Finally, we have:

1 t t
Sx.p, = (X;Py) = My / ds/ ds'11q(5)vgg (s — )il (")
g r r Zq,:Mqu/ 0 B 99 q'r

For N = 1:
Vg (s —s') = v(s —s') = 2MgyTo(s — 5')

and finally:

(XP) = M, Z% /t ds /t ds'g(s)2MqgyTé(s — s")ig(s")

(XP) = ZMWT/ ds/ ds'ug(s)6(s —s")ug(s")

(XP) = MWZZWT/ dsug(s")iig(s

(XP) = 2'yTMr/;E /0 dstig(s' )ity (s')
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ie.,
1 ! AP /
Sxp = 29yTM, Zﬁ/ dsug(s")i,(s") (D.24)
q g 70

The equations (D.22) - (D.24) and the classical equations of motion (??) determine
exactly the Wigner function propagator. At this point it is worth mentioning that
for the case of a harmonic oscillator system we have calculated all the necessary ex-
pressions that give us information on the interaction of this open system with its
environment.

D.6 Master equation for the system of a harmonic
oscillator

In the case of a harmonic oscillator in a thermal bath, in an ohmic environment and
at the Fokker-Planck limit (high temperature limit), the Master equation, as noted
by Halliwell, Yu [73] has the form:

W pawW ., W W W
o - Mg PNl TG, MG, OB

where 3
Qe = O —295(0)

and its inverse:

0 , ,
a—‘i = —i[Hg, pr] = iT[x, [p, pr]] — MDpplx, [x, 0¢]] — Dxp[x, [p,pr]] (D.26)

The eq.(D.26) expresses the time evolution of the density matrix, so it is a Master
equation.
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Special functions

E.1 Cosine integral

E.1.1 Definition

The cosine integral has the form:

) ® cos tdt
Ci(x) = —/x ;

cost—1
t

_ % [Ei(ix) — Ei(—ix)]

dt

X
= 'y+lnx+/
0

— —% [Eq(ix) 4+ E1(—ix)]

and Ci(x) has the series expansion:

=

(—2%)
2k (2k1)

Ci(x) =7+Inx+ )
k=1

E.1.2 Asymptoitc expansions
1—cost
t

ey —Inx 4+~ X
v %20 4x41 " 6%6] 88!

X
Ci(x) = —’y—lnx+/0 dt

2 4 6 8

and

| | |
Ci(x) = cos X (1__3_+5__)

x x3  x°

89

(E.1)
(E.2)
(E.3)

(E.4)

(E.5)

+-- forx <<1

(E.7)

i 2 4l
-y <1!——+——~~),forx>>1
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where vy : is the Euler-Mascheroni constant, defined by:

)
-4+ ——Inn
n

= 1l 1—|—1+1+
o= nglc}o 2 3

= 0.577215664902

E.2 Sine integral

E.2.1 Defintion

The sine integral has the form:
oo
si(x) = [ =
o ¢
E.2.2 Asymptotic expansion

3 5 7

x X n x> X
11! 3%3! 55! 7x%7!

Si(x)

and

7  sinx (1! 3!

SZ(X) = E— P <x F-'-__

COS X 1 2! 4!
X

5!
x5

__|__’_...
x2 x4

+--0forx <<1

Appendix E. Special functions

(E.9)

(E.10)

(E.11)

(E.12)

(E.14)
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