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(Abstract )

This paper examines the legal issues arising from the collection and processing of Health Big
Data in the light of the European legislation for the protection of personal data of natural
Article Info persons, placing emphasis on the General Data Protection Regulation, i.e., Regulation 679/
2016. Whether Big Health Data are “personal data” or not is really the heart of the matter.
The legal ambiguity is compounded by the fact that, even though the processing of Big
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algorithms and technologies that reclaim health data for further use, resulting in sometimes
ambiguous results that have substantial impact on individuals. On the other hand, as the
Covid-19 pandemic has revealed, Big Data analytics can offer crucial source of information.
In this respect, this paper identifies and applies the legal provisions to algorithms used in
big health data processing, providing an interpretation to address risks to data subject’s
rights, while embracing the opportunities that Big Health Data has to offer.
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1. Introduction

Big Health and/or Genetic Data are a key component of medical evolution. They have considerable potential to
improve treatment outcomes, they offer valuable insights, and they improve the quality of a patient’s life, in general.
In our time, following the Covid-19 outbreak, Big Health Data can offer a valuable arsenal to combat the pandemic
using data analytics.

At European level, a first attempt to describe the term “Big Data” was made in 2003. Article 29 Data Protection
Working Group in its Opinion on purpose limitation referred to gigantic digital datasets held by corporations,
governments and other large organizations, which are then extensively analyzed with computer algorithms. The
WP29 also focused on the fact that Big Data can be used to identify more general trends and correlations, but it can
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also be processed to directly affect individuals (Article 29 Data Protection Working Party, 2013). In 2017 a European
Parliament Report defined Big Data as “the collection, analysis and the recurring accumulation of large amounts of
data, including personal data, from a variety of sources, which are subject to automatic processing by computer
algorithms and advanced data-processing techniques using both stored and streamed data, in order to generate
certain correlations, trends and patterns” (European Parliament, 2017). At national level, the Greek National Bioethics
Commission deems Big Data as the collection of big and complicated data sets, whose analysis leads to correlations
and conclusions that would be unattainable with an analysis restricted to individual data (Hellenic Republic National
Bioethics Commission, 2017).

Big data are defined by the “4Vs +1”: Volume, Velocity, Variety, Veracity and Value (Hellenic Republic National
Bioethics Commission, 2017). In other words, they are characterized by the large volume of information (whether
structured or not), the high velocity at which the data are collected and analyzed, the increased complexity and
variety of data arriving at different formats, their reliability and the worth produced by their analysis. It is interesting
to note that the term ‘Big’ data is generally understood both in quantitative and procedural terms: it denotes the
electronic size of datasets and simultaneously the big computational or human effort it takes to analyze them (Mittelstadt
et al., 2016). Moreover, the term ‘big’ is dynamic in character, as it is conditioned by the advancement level of
computing technologies (Mittelstadt et al., 2016). In other words, what is characterized as ‘big’ today might not to be
soin oneyear or in a decade (Mittelstadt et al., 2016). Finally, as regards the subcategory of genetic data it is correctly
underlined that Genomics is an inherently big data science (Mittelstadt et al., 2016). A quintessential example is that
even the genome sequence of one single person could be considered Big Data (Stephens et al., 2015).

Big Health and/or Genetic Data sets are multi-sourced, coming inter alia from social network sites, hospital
records, patient files, and remote sensor networks. The collected data can be structured, unstructured or interrelated,
and may include errors or be incomplete. Applications that are based on Internet of Things (IoT) and Artificial
Intelligence (Al) process big health data by using machine learning algorithms that perform complex data analytics.
Algorithms are mathematical constructs used to turn data into evidence for a given outcome, which is then used to
trigger and motivate an action with ethical consequences (Pormeister, 2017). By combining patterns, correlating and
adjusting parameters, 10T and Al can be trained to produce new datasets, the so-called ‘synthetic data’ or
‘algorithmically generated data’ (Tsamados et al., 2021).

2. Benefits and Risks of Big Health Data

The automated processing of Big Health Data in hospitals dates back to the 1970s: the management, collection and
storage of millions of data concerning the medical records of patients, medical examinations and hospital reports was
becoming increasingly more time-consuming and costly as health data was expanding. At that time, computer
technology was only used to store health data.

Nowadays, Al finds practical application in the prognosis of diseases and recommendations in treatments. The
use of Big Health Data analytics, Al, 10T and varying algorithms is well incorporated in almost every healthcare
organization at a national and international level. Big Health Data are processed both by the public and private sector
health entities, such as, insurance and pharmaceutical companies.

The integration of various data sources means that health data come in many different forms: medical images,
texts, numbers, and videos. This “patchwork” of different data will be processed with the application of algorithmic
techniques to generate new set of data that identify and correlate new patterns (Tsamados et al., 2021). For example,
Al tools track patterns in Big Health Data that can be used for image analysis. Machine learning is then able to
identify types of cancer and Covid-19 from images that depict infected organs of patients. Similarly, Al technology
applications can predict when certain health incidents, such as, an ischemic stroke or hemorrhage, are bound to occur
to trauma patients (Yeung, 2019). Further, Al and loT technologies have revolutionized patient care by helping
patients and elderly persons in their daily lives at home and hospitals by offering immediate intervention. Wearable
devices (Price and Cohen, 2019) and robots can provide nursing care without the danger of transmitting diseases
(European Economic and Social Committee, 2017).

Finally, the integration of many sources of medical data proved indispensable for the deployment of Big Data in medical
research like the monitoring of therapeutic protocols and medical methodologies in order to study the prevention and
treatment of various forms of diseases. Ever since, Big Data have been a fundamental part of medical research as the latter
presumes upon clinical trials’ results, meta-analysis and systematic review (Arwidson et al. 2017).

On the other end of the spectrum, Big Health Data processing involves risks for the rights and freedoms of data
subjects. As mentioned in the WP29 “‘Guidelines on Automated individual decision-making and profiling for the
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purposes of Regulation 2016/679’, EU policymakers grew deeply concerned with the risks emanating from the use of
Big Data analytics tools and algorithms in automated decision-making and profiling; namely, the ethical implications
in terms of fairness, transparency, and accountability.

Automated decision-making is the ability to make decisions by technological means without human involvement
(Dash et al., 2019). According to the provisions of Article 4 (4) GDPR and Article 3 (4) of Directive 2016/680 as well as
Avrticle 4 (5) of Regulation 2018/1725 profiling is the automated processing of personal data with a view to evaluating,
i.e., analyzing or predicting personal aspects of a natural person, such as natural work performance, economic
situation, health, personal preferences, interests, reliability, behavior, location or movements. Automated decision-
making and profiling are not mutually exclusive activities: automated decisions can be taken with or without profiling;
conversely, profiling can take place without making automated decisions (Article 29 Data Protection Working Party,
2018). Besides, something that begins as a simple automated decision-making process could turn into one based on
profiling (Article 29 Data Protection Working Party, 2018). Unsurprisingly, the drafters of the EU law on personal data
protection (Article 29 Data Protection Working Party, 2018) expressed major concerns about the potential risks
involved for the interests and rights of the data subject as well as about discriminatory effects on natural persons on
the basis of special category data due to automated individual decision-making and profiling.

Automated decisions can be based on any type of data (Recital 71 and Recital 43). In fact, apart from personal data
of the person targeted by the decision, they may include personal data of third person, and even non-personal data
(Article 29 Data Protection Working Party, 2018). On the contrary, decisions based on profiling must involve automated
processing of personal data, as it follows from the definition of the term “profiling”in the provisions of Article 4 (4)
GDPR.

Even though the use of automated processing and/or profiling allows for fastest and most cost-effective
applications, it certainly entails some shortcomings.

First of all, massive algorithmic models and datasets are characterized by a technical complexity, which lies
beyond human cognitive ability (Bygrave et al., 2020). To put it simply, humans cannot understand the process by
which a computer receives data, processes them and responds by analyzing them. This limited understanding is
rooted in either the inability of data subjects to comprehend technical aspects of the procedure or the malleability
of algorithms, which are continuously reprogrammed (Tsamadoset al., 2021). Above all, this lack of explainability
is the main source of a lack of transparency, which proves inherent in machine learning algorithms (Tsamadoset al.,
2021).

In addition, the validity of automated decision making and/or profiling is highly questionable. Machine learning
algorithms may produce inconclusive results, because either they are fed with poor quality data or they focus on mere
associations and correlations instead of causal connections (Tsamadoset al., 2021). For instance, it has been reported
that the accuracy of algorithms designed to predict patients’ prognoses in clinical settings may be undermined
because of the total reliance of algorithms on quantifiable data inputs (i.e., vital signs, previous success rates of
comparative treatments) and of the ignorance of emotional factors (Tsamados et al., 2021). Also, the exclusion of
certain data variables or contexts may produce inaccurate or systematically biased algorithmic decisions, leading to
unfair discrimination (Tsamados et al., 2021) (i.e., underrepresentation or misrepresentation of population groups),
while in other cases it might be challenging to monitor the performance of algorithm analytics in order to evaluate its
efficiency (Tsamados et al., 2021). For example, healthcare resource allocation decisions generated by algorithms may
be flawed if a research hospital healthcare algorithm is applied to a rural clinic on the assumption that both the
research hospital and the rural clinic enjoy the same level of resource availability (\Veale and Brass, 2019). In a nutshell,
when data controllers use erroneous data as a basis for developing a problem-solving machine learning process,
ambiguous, biased, or misguided solutions will arise with substantial impact on individuals’ lives (Tsamados et al.,
2021). After all, as far as algorithms are concerned, one size does not fit all.

Furthermore, some services providers, such as Facebook and Google, grant access to third party websites without
clearly and efficiently informing data subjects about which data will be transferred to third parties and who will store
them. Similar omissions occur with information regarding the recipients’ identity, the period of processing and the
purpose for which the data will be used or re-used (Kaltheuner et al., 2018). One of the most conspicuous examples
was the black box practice in the Cambridge Analytica case (European Economic and Social Committee, 2017), in
which it was revealed that data subjects (Facebook users) had been deceived regarding data recipients and data
processing purposes.

Admittedly, the biggest challenge is that Big Health Data can become re-identifiable. In other words, health data
are unique by definition, hence the initial data subject can be traced really easily (Isaak and Hanna, 2018).
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Re-identification can occur as the result of algorithms tracking repetitive patterns (Price and Cohen, 2019). Specifically,
breaking patterns or cases that lie far from the majority can be related to a specific person, distinguishing it from the
anonymous crowd. Consequently, the concept of “unidentifiable” data is fluid. As a matter of fact, it is technological
developments that dictate what is unidentifiable.

3. The Regulation of the Right not to be Subject to Automated Individual Decision-Making or
Profiling

In this section it will be discussed whether Big Health Data analytics, Al, 10T and machine learning algorithms fall
within the scope of the EU personal data protection legislation.

Building on Article 15 of the repealed Directive 95/46, the provisions of Article 22 of Regulation 2016/679 and
Article 11 of Directive 2016/680 address the issue of automated individual decision-making processing and profiling.
In more detail, the application of Article 22 (1) of Regulation 2016/679 presupposes three elements: (i) a decision; (ii)
based solely on automated decision or profiling; and (iii) producing legal effects concerning data subject or significantly
affecting him or her (Criado and Such, 2019). As far as the wording of these provisions is concerned, both Regulations
refer to a data subject’s right not to be subject to a decision taken based solely on automated processing, including
profiling (According to Recital 71 of Regulation 2016/679), whereas the Directive sets forth a corresponding prohibition.
The different approach between the Regulations and the Directive implies a legal divide over whether we are dealing
here with a right, as suggested by the wording of Article 22 GDPR or with a prohibition, as suggested by the wording
of Article 11 of Directive 2016/680 (The same right is proclaimed in Article 9 (1) (a)).

In principle, none of the said provisions endorses automated individual decision-making processing and profiling.
Nonetheless, Article 22 (2) of Regulation 2016/679 and Article 11 (1) of Directive 2016/680 introduce a first set of
qualifications, which unlock such processing. In more detail, in the two Regulations the existence of (a) a contract
between the data subject and the data controller; or (b) statutory authority (i.e., European or Member State law
authorization); or (c) the explicit consent of the data subject suffices to justify such processing, while in the Directive
only the existence of statutory authority legitimizes criminal offence and criminal penalty data processing. It is worth
clarifying that such circumstances function irrespective of their being regarded as legal restrictions to a right or as
reasons for lifting a prohibition. Additionally, even if a contract (a) or explicit consent (c) exists, Article 22 (3) of
Regulation 2016/679 obliges the data controller to implement suitable measures to shield the data subject’s rights and
freedoms and legitimate interests, setting as a threshold its right to request the controller’s human intervention, to
express his or her viewpoint and to challenge the decision.

According to the provisions of Article 22 (4) of Regulation 2016/679 the decisions referred to in Article 22 (2) of
Regulation 2016/679 should not to be based on special categories of data. To put it differently, it seems that, in
principle, automated individual decision-making processing and profiling based on special categories of data are
prohibited.

Nevertheless, according to the said articles even this prohibition is lifted if two of the general derogations of
Article 9 (2) (a) or (g) of Regulation 2016/679 and suitable measures to safeguard the data subject’s rights and
freedoms and legitimate interests are in place. A systematic interpretation of Articles 22 (4) and 22 (2) of Regulation
2016/679 leads us to assume that automated decision-making and profiling involving special categories of personal
data is allowed only if the following cumulative conditions exist: a specific exemption of Article 22 (2) of Regulation
2016/679 combined with either of the general derogations (a) or (g) of Article 9(2) of Regulation 2016/679 (Christopher
etal., 2020).

It is reminded that Big Health Data and Big Genetic Data fall under the exhaustive list of special categories of
personal data of Article 9 of Regulation 2016/679 . Consequently, automated decision-making and profiling based on
Big Health (or Genetic) Data could potentially take place in three alternative legal contexts: (i) a contract between the
data subject and a data controller; (ii) European or Member State law authorization; and (iii) a data subject explicit
consent, in conjunction with either the data subject explicit consent or the existence of a substantial public interest
based on European or Member State law. Apart from the apparent overlap between the two sets of legal contexts as
far as the explicit consent is concerned, one might wonder which of them can legitimize Big Health (or Genetic) Data
processing.

On one hand, it is well-known that Big Health (or Genetic) Data collection usually remains unnoticed, and the
tools and techniques of their processing are unclear. On the other hand, as a rule, their collection and processing go
beyond the primary purpose, involving a diversion of the initial purpose of collection and further processing for a
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secondary purpose (Article 29 Data Protection Working Party, 2018). Moreover, the processing of non-sensitive
personal data, such as, personality traits, interests, financial situation, and other facts, can result to sensitive data
(i.e., health data) depending on the Al methods and algorithms that are applied at the processing (Hellenic Republic
National Bioethics Commission) As a result, it is questionable whether the rights and legitimate interests of data
subjects will be preserved, since there is no way to predict the outcome, e.g., the category of data that will be
generated, in order to apply the legal provisions regarding the processing of special categories of data.

Against this backdrop, it is extremely unlikely for a data subject to have given an explicit consent to automated
decision-making and profiling processing based on Big Health (or Genetic) Data, let alone to have entered into a
contract with the data controller for such processing. This leaves us with no option but to rely on EU or Member State
law which would authorize decisions based on automated processing of Big Health Data, according to Article 22 para.
2 lit. b of Regulation 2016/679, provided that suitable measures to safeguard the data subject's rights and freedoms
and legitimate interests are laid down in the EU or national law. To conclude, automated individual decision-making
processing and profiling based on Big Health and/or Genetic Data cannot be lawfully performed, unless relevant
European or Member State laws are enacted.

If EU or Member State laws are enacted to regulate automated individual decision-making processing and
profiling based on Big Health and/or Genetic Data, they must be premised on a set of guiding principles: respect
for the right to information of the data subject as well as for the fairness, transparency and accountability of
processing.

4. The Legal Requirement for Algorithmic Information, Fairness and Transparency

Apart from Article 22 of Regulation 2016/679, the provisions of Articles 13 and 14 of Regulation 2016/679, which
specify the right of the data subject to be informed in the framework of automated decision-making and profiling, also
apply to Big Health Data processing. All the above-mentioned Articles stipulate that the controller shall share with
the data subject purposeful information about the logic involved, as well as the significance and the possible
repercussions of such processing for the data subject.

To be more specific, WP29 Guidelines (Kaltheuner and Bietti, 2018) expect the controller to explain the rationale
behind or the criteriarelied on in reaching the automated decision and the information to be sufficiently comprehensive
for the data subject, so that he/she understands the reasons for the automated decision (Article 29 Data Protection
Working Party, 2018). By contrast, the controller is under no obligation to give a complex explanation of the algorithms
used or to disclose the full algorithm (Article 29 Data Protection Working Party, 2018). To elaborate on the scope of
the right to information, W29 enumerates some good practice recommendations: the controller should inform the data
subject about the data categories used or to be used in the profiling or decision-making process; he should explain
the relevance of the data, the construction of any profile used in the automated decision-making process, including
any statistics used in the analysis, the relevance and the use of this profile to the automated decision-making process
(Article 29 Data Protection Working Party, 2018).

Inescapably, by meeting the legal requirements of the right of the data subject to be informed in the context of
automated decision-making and profiling, a controller also adheres to the fundamental principles of algorithmic
fairness and algorithmic transparency, which are enshrined in Articles 5 (1) (a) of Regulation 2016/679. As Article 29
Data Protection Working Party points out, transparency is paramount, because profiling may lead to unfair
discrimination (Article 29 Data Protection Working Party, 2018). As far as big health data are concerned the danger lies
into discriminating against “genetically inferior” people or denying insurance.

5. The Legal Requirement for Algorithmic Accountability

Contrary to Directive 95/46, which did not explicitly mentioned the term accountability, Article 5 (2) Article 29 Data
Protection Working Party, 2018 and Article 4 (4) of Directive 2016/680 introduce a general principle of accountability,
whereby the controller shall be responsible for, and be able to demonstrate compliance with the basic principles
relating to processing of personal data (OECD, 1980) . In other words, the aforementioned provisions impose the
responsibility for the compliance of processing with the European data protection legislation and the burden of
proof for such compliance onto the controller (\oigt, 2017). What is essential here is that accountability is not a
standalone principle, but it is substantiated by the other obligations of the data controller under the European data
protection legislation, as it is suggested by the direct references of Article 5 (2) to Article 5 (1) of Regulation 2016/
679 and of Article 4 (4) to Article 4 (1), (2) and (3) of Directive 2016/680 (\oigt, 2017). Broadly speaking, the
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accountability principle acts as a counterbalance to the increased power of the data controller towards the data
subject, which personal data processing entails (Alhadeff et al., 2012).

In practice, the accountability principle is understood to convey two elements: (i) the requirement for the data
controller to take appropriate and effective measures to implement data protection principles; (ii) the requirement to
demonstrate upon request the appropriate and effective measures taken (Article 29 Data Protection Working Party,
2010).

Given the deluge of Big Data processing in our era the notion of accountability had to be redefined. To this end,
a Report published in 2017 (European Parliament, 2017) by the European Parliament coined the terms “algorithmic
accountability” and “algorithmic transparency” to represent a pair of basic principles of personal data processing
applied to a Big Data framework.

Unsurprisingly, the same approach was endorsed by some legislators. One prime example is the US Algorithmic
Accountability Act of 2019 (https://mwww.congress.gov/bill/116th-congress/house-bill/2231/text), which was introduced
in House on November 4, 2019, but has yet to be enacted. The Bill mandates commercial entities which meet certain
criteria (Section 5 (B)) to conduct data protection impact assessments of high-risk automated decision systems. Such
criteria are 50.000.000 $ annual gross income for a 3-year preceding period or possession/control of personal information
on more than 1,000,000 consumers or 1,000,000 consumer devices or just being data brokers. Evidently, the proposed
US Bill reflects the spirit of the provisions of Article 35 of Regulation 2016/679, Article 39 of Regulation 2018/1725 and
Avrticle 27 of Directive 2016/680.

According to Section 2 (1) of the proposed Bill, the term “automated decision system” means a computation,
including one coming from machine learning, statistics, or other data processing or artificial intelligence techniques,
that helps to reach a decision or facilitates human decision making, that affects consumers. According to Section
2 (7), an automated decision system is high-risk if (a) it poses a significant risk to the privacy or security of
personal information of consumers or results in or contributes to inaccurate, unfair, biased, or discriminatory
decisions impacting consumers; (b) it makes decisions or facilitates decision-making based on systematic and
extensive evaluations of consumers, including attempts to analyze or predict sensitive aspects of their lives, e.g.,
their health; and (c) it involves the personal information of a significant number of consumers regarding inter alia
health and genetic data.

According to Section 2 (2) of the proposed Bill assessments of high-risk automated-decision systems must
include at least: (a) a detailed description of the design, the purpose and the data that are processed by the automated
decision system; (b) a cost and benefit analysis; (c) a privacy and security risk assessment; and (d) the measures
required to mitigate the risks.

6. Concrete Proposals for the Protection of Data Subject Rights

As already mentioned, the provisions of the EU legislation on data protection (See Articles 22 (2) (b), 22 (3) and 22 (4))
provide that the data controller should implement suitable measures to safeguard the rights, freedoms, and legitimate
interests of the data subject regarding automated individual decision-making and profiling. The controller should
adopt measures that safeguard the data subject’s rights such as expressing their opinions and to challenging the
decisions that are based on automated processing.

Regrettably, the European data protection laws provide no uniform recommendations about how the controller
should implement appropriate measures and safeguards to ensure that the data subject’s rights will not be
encroached.

On the other hand, the use of algorithms in Big Health and/or Genetic Data needs to ensure that data used are
adequate in quality to enable drawing the right conclusions. Most importantly, the Drafters of European data protection
legislation insist that the controller implement appropriate, technical, and organizational measures to ensure that
factors resulting in inaccuracies in personal data are corrected and the risk of errors is minimized (Recital 71 Regulation
2016/679). In truth, to overcome the problem of collecting and processing unreliable or biased data, various methods
have been proposed (Recital 71 Regulation 2016/679).

In addition, since algorithmic tools play a crucial role in Big Health Data processing and pose a serious risk for
individual autonomy, risk must be assessed to protect the privacy of data subjects and to combat discrimination
(Favaretto et al., 2019). What this means is that the impact assessment regarding high-risk automated-decision
systems should be focused on the algorithm (algorithmic impact assessment), transcending a typical DPIA.
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As the European Group of Ethics in Science and new Technologies describes (Yeung and Lodge, 2019), the
challenges posed using new technologies in Big Health Data processing must be dealt with regulation or governance
which is mindful of fundamental individual rights, such as the right to privacy, freedom of research and innovation.
To measure compatibility with these fundamental rights a Human Rights Impact Assessment (HRIA) would be a step
in the right direction. HRIA is broadly defined as a process of identifying, understanding, assessing and addressing
the adverse effects of various activities on the enjoyment of human rights of impacted rights-holders (European
Group on Ethics in Science and New Technologies, 2018). Using internationally recognized human rights standards
and principles as an authoritative benchmark for the impact assessment, HRIA is considered to constitute an
implementation of due diligence obligation (Gotzmann, 2019). Traditionally, HRIA is associated with equality and non-
discrimination and it primarily focuses on access to information, transparency and accountability (Gotzmann, 2019).
Applying a HRIA on Big Health (or Genetic) Data processing will help shift focus from data protection to ethics
(Gotzmann, 2019).

7. Conclusion

Nowadays, Big Health and/or Genetic Data processing increasingly resorts to Artificial Intelligence, the Internet of
Things, and machine learning algorithms to facilitate automated decision making or/and profiling. Apparently, this
phenomenon is a double-edged sword. Stakeholders can reap benefits, as long as they are prepared to assume
increased risks. The European personal data protection legislative trio (Regulation 2016/679, Directive 2016/680,
Regulation 2018/1725) establishes the principle of prohibition of automated individual decision-making processing
and profiling based on Big Health and/or Genetic Data, a prohibition which is lifted if a combination of conditions is
met. As it is extremely unlikely for a data subject to have given an explicit consent to or to have entered into a contract
with the data controller for automated decision-making and profiling processing based on Big Health (or Genetic)
Data, such processing cannot be lawfully performed, unless relevant European or Member State law authorization
exists. The enactment of pertinent European or Member State legislation should feature a reshaping of core rights,
principles, and processes of current personal data protection legal instruments; notably, an adjustment of the right to
information of data subjects; an upgrade of the general requirements for fairness, transparency and accountability to
algorithmic fairness, algorithmic transparency and algorithmic accountability; a possible extension of the scope of a
Data Protection Impact Assessment (DPIA) to embrace a Human Rights Impact Assessment (HRIA). In that sense,
the proposed US Algorithmic Accountability Act of 2019 could be used as a model for regulating Big Health Data
processing.
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