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ABSTRACT

The Canonical Correlation Analysis (CCA) estimates the correlation
between two vector variables by maximizing the correlation of lin-
ear combinations of their respective components. Here, the CCA
is used to find correlation patterns in the last five successive, per
pairs, earthquakes (M > 4.0) preceding 271 main shocks (M > 5.5)
that occurred in the Greek territory during 1964-2018. The vec-
tor variables have two components, the earthquake magnitude and
interevent time. The statistical significance of CCA is determined by
the standard parametric test along with two proposed randomiza-
tion tests, one using random shuffling of each paired dataset and
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one using randomly selected pairs of successive earthquakes. Simu-
lations were designed on synthetic data from vector variables having
the statistical characteristics of the real observations. The results on
uncorrelated variables showed the correct size for the two random-
ization tests but larger type | error for the parametric significance
test for small sample size. For correlated variables, the test power
was equally high for both test types. The application of CCA and the
significance tests to the Greek seismicity evidence the significant cor-
relation among the last five successive preshocks, proving to be a
promising tool in an a posteriori short-term earthquake forecasting.

1. Introduction

The investigation of the complex seismicity behavior constitutes a major scientific chal-
lenge for improving our knowledge on seismogenesis and for seismic hazard assessment.
Statistical analysis is engaged for revealing characteristics of this complexity. Basic among
them is the Gutenberg-Richter law [20] that establishes the power law type of the earth-
quake occurrence frequency as a function of the released seismic energy, and the Omori
law [32,41,42] expressing the decaying aftershock rate. The most widely applied, yet simple,
model for the seismic hazard assessment is the Poisson model built under the assump-
tion of strong earthquakes occurrence independence in time and space [28,6,8,29]. The
hidden Markov [31,23,43] and semi-Markov models [3,37], are considered as suitable
tools for earthquake probability estimation, remove the independence assumption and
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let the earthquakes depend on each other in space and time. Alternative approaches
include autoregressive seismicity forecast models [11] and equivalent dimension trans-
formation [33] for investigating the spatiotemporal development of seismicity. A recently
emerging field for the seismic hazard assessment is based on network (graph) theory, which
investigates the topology and dynamics of a complex system. The complex earthquake net-
work analysis was introduced by Abe and Suzuki [1] to study seismicity as a spatiotemporal
complex system. More recently, the investigation of earthquake networks topology (struc-
ture) has been performed, among others, for the seismic hazard assessment by Daskalaki
et al. [13] and Chorozoglou et al. [12] in Italy and Greece, respectively.

In this work, we use the Canonical Correlation Analysis (CCA) as a statistical tool to
investigate whether there are patterns in earthquake occurrence times and magnitudes of
successive earthquakes (preshocks) preceding a strong earthquake (main shock). The CCA
is a classic and highly versatile statistical approach that gives a measure of linear correlation
of two vector variables. It is for the first time applied for seismic hazard assessment, which is
the ultimate goal of seismological research aiming to contribute to the seismic risk mitiga-
tion caused by strong earthquakes (e.g. M > 5.5). It is usually considered as the occurrence
probability of strong earthquakes within a given time, space, and magnitude ranges. The
CCA may account for all these three components, i.e. time, space and magnitude. Here,
the space is fixed, and the analysis is performed on well-defined seismic subareas, and we
address the CCA to the time and magnitude for seismic hazard assessment.

The concept of correlation introduced by Sir Francis Galton [18] and formulated
mathematically by Pearson [35,36] has been extended to other formulations, including
partial correlation, all concerning two scalar variables. Canonical Correlation, developed
by Hotelling [25], extends the correlation to two sets of random variables (vector vari-
ables), defined as the maximum correlation between any two linear combinations of the
respective components of each set. The CCA has been applied in various research fields.
In health science, e.g. strong correlation between health and demographic variables was
reported in Dunn and Doeksen [16] and Masters and Wallston [30]. The CCA was further
used in climatology, e.g. for the detection of multivariate patterns in magnetic data sets in
Walden et al. [44], for the investigation of the interdependence between primary and sec-
ondary pollutants in Hsu [26], for the determination of simultaneous relationships between
the sample variograms of the pollutants and the sample variograms of the atmospheric
variables in De Iaco et al. [15] and for the investigation of the relation among winter precipi-
tation indices with extreme events in the Emilia-Romagna region in Busuioc et al. [9]. CCA
has also been used in biomedicine, e.g. correlation of antipsychotic agents for the treatment
of chronic schizophrenia in Foucart [17] and Alonso et al. [2], along with diverse studies
in learning methods [22]. In addition, the CCA was used in flight control systems [14],
marketing [5,19], environment [27], epilepsy [48,50], finance [40], genomics [24,45,10]
and geology [7]. The CCA was used by Theodoulidis et al. [39] to quantify the correlation
between earthquake damage distribution and ambient noise spectral ratio.

The aim of our work is to investigate correlation patterns using the CCA in successive
earthquakes (preshocks) that occurred before an upcoming main shock (M > 5.5). Par-
ticularly, the pairs of preshocks ordered according to their temporal closeness to the main
shock are 1st-2nd, 2nd-3rd, 3rd-4th and 4th-5th. The sets (vectors) in CCA comprise
two components, the magnitude of the current preshock and the temporal, in days, suc-
cession to the next preshock for preshocks of order 2-5, and to the main shock for the first
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preshock. The analysis is done separately at each one of the 10 well-defined seismic zones
of the Greek territory. We investigate the correlation among, only, the last five successive
earthquakes that occurred just before a particular main shock, which form four pairs (i.e.
Ist-2nd, 2nd-3rd, 3rd-4th and 4th-5th). The analysis is not feasible for all main shocks
with M > 5.5 that occurred in the study period, because there are cases where the number
of preshocks between two main shocks is smaller than five. The statistical significance of
the canonical correlation is determined using a standard parametric test and two proposed
randomization tests, one using the randomization based on shuffling and one designed for
the setting of our study making use of all the ordered preshocks. A methodological task
of the study is to compare the proposed randomization tests with the standard parametric
test. The significance tests are assessed in a systematic simulation study involving scenar-
ios with and without inter-dependencies in seismic data. Then, the CCA with the suitable
significance tests is applied to the observations of the regional seismic catalog that covers
the period 1964-2018.

We first present in Section 2 the theory upon which the CCA is based and the signifi-
cance tests for its validation. The data are presented in Section 3. The simulation study and
the results are shown and discussed in Section 4, and the results of the application to the
Greek seismicity are presented and discussed in Section 5. The concluding remarks and
discussion are given in Section 6.

2. Methodology

In the following, the CCA and the standard parametric significance test for CCA are briefly
presented. Then, the proposed methodology with two approaches for the generation of the
randomized data sets for the significance test of CCA is described.

2.1. Canonical correlation analysis (CCA)

The CCA quantifies the linear correlation of two multivariate (vector) variables and seeks
for a pair of transforms as linear combinations of the components of each vector variable,
such that the transformed scalar variables are maximally correlated [5,21]. The linear trans-
form can be seen as a transform of the physical base of the state space of each vector variable
to a new base with respect to the best alignment, i.e. correlation, of the points of the two
vector variables in the new corresponding bases. The dimensionality of these new bases is
equal to or less than the smallest dimensionality of the two variables. The linear combina-
tions are called canonical variates and their correlations are called canonical correlations.
A significant property of canonical correlations is that they are invariant with respect to
affine transformations of the two variables while the classical correlation analysis depends
on the base in which the variables are described.

Suppose that we have two sets (vectors) of random variables, X = (X, .. ..., X},;) and
Y = (Y1,....., Y)), and a sample of n observations for each vector variable X and Y given
as {xXg1,...,Xkn) for k=1,...,m and {yk1,...,ykn} for k =1,...,1, respectively. Let
the sample covariance of X and Y be Sxx and Syy, respectively, and the sample cross-
covariance of X and Y be Sxy. The goal of CCA is to find pairs of linear combinations
of the variables in X, say W;;X (where the T in the superscript denotes transpose), and in
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Y, say wlT, Y, which are maximally correlated:
((wy, wy) = arg max)

T
Wy Sxywy

(1)

= arg max Corr(w)T(X, wlT,Y) = argmaXyy,wy .
WX, Wy T T
\/WXSXXWXWYSYYWY
The correlation coeflicient, Corr, in Equation (1) is not affected by the scaling of wx and
wy and the denominator can be set to one. Hence, one can solve the equivalent problem:

T
(W, Wy) = argmaXyy,wy Wx Zxy Wy, 2)

where Xxy is the cross-covariance matrix of random variables X and Y. When finding
multiple pairs of vectors (w', w',), which construct the new base of the space of dimension
min(m, I) for each one of X and Y, subsequent transforms are constrained to be uncorre-
lated with previous ones. To achieve this, the same maximization step is repeated on the
residuals of the pair found in the previous step. Analytic expressions can be derived for the
pair (w%, wy) at each step up to min(m, [). Here, we are only interested in the first canonical

correlation given by the first eigenvalue, 1, of matrix S)_Ql(/ 2 SXyS;;/ 2SYXS)_Ql(/ 2,

2.2. The parametric significance test for CCA

For the parametric significance test of the first eigenvalue |, we note that if the true first
canonical correlation is zero then all the min(m, [) true canonical correlations are also zero,
and thus the null hypothesis yields the true cross-covariance Xxy, i.e. Hy : £xy = 0, where
0 is the zero matrix of dimension m x I. The test statistic [4] is given by

min(m,l)
X2=-(m—1-05m+I+1) [ a-r, (3)
i=1

where r; is the ith canonical correlation defined in the same way as r;. The x?2 is asymp-
totically distributed as chi-square with ml degrees of freedom, X 31,. Here after, we use the
first canonical correlation as the CCA measure and denote it as r. For small sample size #,
the distribution of x? may deviate significantly from X’ ril’ and the parametric test may not
be accurate.

2.3. The randomization significance tests

We propose two randomization significance tests applied directly to the CCA measurer, i.e.
assuming the same Hy of no correlation among variables and having r (rather than x2) as
test statistic. Both tests rely on generating an ensemble of randomized samples consistent to
Hpy. On these samples the measure r is computed, and in this way the null empirical distri-
bution of r is formed. The randomized samples are generated using a simple constrained
realization approach, the randomization based on shuffling in the first test and a typical
realization approach based on all the data from seismic catalog in the second test [38].
For the first test, the n multivariate data points of each vector variable X and Y are ran-
domly shuftled, such that any relationship may exist among the data points of X and Y at
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the same index i = 1,.. ., n is destroyed. Each realization of a new pair of randomly shuf-
fled samples of size n considers independent X and Y and is consistent to Hy. We refer to
this randomization test as shuffling test.

The second test is not defined generally for any vector variables X and Y, but refers
specifically to our setting of ordered preshocks, so that X and Y denote a preshock of any
of the orders from one to five getting two components, its magnitude and its temporal
distance from the next preshock (m = | = 2). For the pair of X and Y of a maximum order,
say p, the randomized sample for the variables X and Y of size n is randomly selected from
the pool of all earthquakes of order larger than p (and after the previous main shock, thus
here we use the data for all earthquakes of magnitude M > 4.0 in the seismic catalog). For
example, if the pair of the 3rd—4th preshocks is examined (i.e. p = 4) then the randomized
sample of X and Y is derived from different randomly selected order p > 5 (i.e. 5th-6th,
6th-7th, etc.) preshocks. In this way, the possible correlation due to the preshock order is
destroyed because the randomized sample of X and Y includes successive earthquakes with
random temporal relevance to the main shocks. This second randomization significance
test is called adaptive test.

For any of the two randomization significance tests, we generate B = 100 randomized
samples and compute the CCA measure r on the original sample and on the B randomized
samples, denoted as r*1, ..., r*B. The p-value for the one-sided test (supposing that it is
improbable to have r on the left tail of the null distribution) is given by

ip — 0.326
p=1-—, (4)
B+1+40.348
where iy is the rank of 7 in the ordered list of r, ¥*1, . . ., #*B, and the correction is used for

the empirical cumulative distribution [49].

The proposed approach with the two tests, i.e. the shuffling test and the adaptive test, is
used because the underlying distribution of the observed variables is unknown and thus
the null distribution of the test statistic is not known, as opposed to the parametric test
where the null distribution is taken to be asymptotically the chi-square x 2. To this respect,
the proposed randomization tests are more general.

3. Data

We utilize the seismic catalog compiled from the central Seismological Station of the Geo-
physics Department of the Aristotle University of Thessaloniki (doi:10.7914/SN/HT). In
our analysis, we focus on the last five preshocks that occurred until 180 days before each of
271 main shocks (M > 5.5) during 1964-2018. In this period from 1964 to 2018 occurred
341.453 crustal earthquakes (focal depth less than 50 Km) of any magnitude. We consider
these earthquakes, that are 23.908, which ensure the magnitude of completeness which is
Mcthrhh = 4.0 (Figure 1) as identified by the goodness-of-fit method [47].

The zonation scheme (based on faulting type, seismic moment rate and other seismotec-
tonic criteria) of Papaioannou and Papazachos [34] is adopted for the division of the study
area into smaller seismic zones. In our analysis, we integrated several of the suggested 67
seismic zones keeping the aforementioned criteria, into 10 seismic subareas for getting a
sufficient number of earthquakes in each one of them (Figure 2). The simulation study is
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Figure 1. Maximum Likelihood estimation for the completeness magnitude, which equals to 4.0, as
calculated from the goodness-of-fit method.

performed on each one of the 10 larger seismic subareas (Section 4) and then the CCA is
applied to the data set in each seismic subarea (Section 5).

4. Simulation study
4.1. The simulation setup

The simulation study is performed using the data on the 271 main shocks (M > 5.5) that
occurred in the 10 seismic subareas and the five most temporally close preshocks for each
main shock. We consider scenarios of different lower magnitude threshold My,, for the
foreshocks ranging as 4.0 < My, < 4.7, i.e. Mgy = 4.0, Mgy = 4.1,... .My, = 4.7, and
their possible upper magnitude is M = 5.4, because the magnitude threshold for the main
shocks is M > 5.5. For each of the five ordered foreshocks,i = 1, ..., 5, we collect the data
on their magnitude and time (days to the next earthquake) for all main shocks in the cata-
log at each seismic zone and compute the mean and standard deviation of the magnitude,
Wim and o;,,, and time, w;; and o;;, respectively. We consider pairs of successive ordered
foreshocks,iand i + 1, fori = 1,...,4, and generate a bivariate sample of size n of magni-
tude and time for foreshocks of order i and i + 1, denoted as (m;, t;j) and (mjt 1 tiy1,)s
respectively, for j = 1,.. ., n. The magnitudes of foreshocks of order i and i 4 1 are drawn
from a bivariate normal distribution as

2
mj i i o; Oim0i .
Wl ~N Him | Lin Pm o HLm ) forj=1,...,n, (5)
Mit1,i Mit1,m PmOimOi+1,m Oii1,m
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Figure 2. Epicentral distribution of the 271 strong (M > 5.5) earthquakes that occurred in 1964-2018
in the broader area of Greece, upon which the definition of the ten subareas is based.

and the same holds for the times

ti; i o? 0 t0; .
i,j ~N Mit ; it Pt 1,5 i+1,t : fOI‘] =1,....n (6)
tit1,j Hit1,t Pt05,t0i+1,t Oii1y

where p,, and p; are the Pearson correlation coeflicients of the magnitudes and times of
the successive ordered foreshocks, respectively. We use the bivariate normal distribution
for the construction of simulated data as it can describe any set of random variables (here,
magnitude and time) each of which clusters around a mean value.

In the simulations, we consider a single free parameter which defines the correlation
among vector variables and set p = p,, = pr. We introduce this simplification in our sim-
ulation study to examine only two settings, one for independence (p,, = p; = 0) and one
for dependence (p,,, = pr = 0.8). We set the sample size n to be equal to the number of the
pairs of the true successive foreshocks of orders i and i + 1 in the catalog for the specific
seismic subarea. This means that as the order increases the sample size may be smaller due
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to the lack of foreshocks of higher orders for certain main shocks. In this way, we gen-
erate synthetic pairs of bivariate samples of magnitude and time, which preserve the real
data conditions for each pair of foreshock orders and seismic zone and have a correlation
determined by the free parameter p.

We consider two main settings with regard to the correlation of the ordered foreshocks,
assigning p = 0 to assess the specificity of the CCA measure r where we expect to have
low in significant values of r, and p = 0.8 to assess the sensitivity of » where we expect
high significant values of r. For p = 0 we investigate whether the parametric and the two
randomization significance tests obtain the correct size of the test (probability of rejection
of Hy, being true, at the nominal significance level, here set equal to @ = 0.05). For p = 0.8
we compare the power attained with each of the three tests quantified by the probability of
rejection of Hy, which is not true. To obtain statistical results for the CCA, we perform 100
Monte Carlo realizations for each setting (i.e. p = 0 and p = 0.8) and for a range of values
of the magnitude threshold My, (4.0 < My, < 4.7). The statistical results on the synthetic
data that preserve the data conditions of the real foreshocks allow us to investigate the
limitations in the estimation of the CCA measure and the significance tests to be applied
to the real data.

We show two exemplary settings to illustrate the simulation study for the pair of fore-
shocks of 2nd and 3rd order using My, = 4.0 in the seismic subarea 3. Figure 3 shows five
of the totally n = 44 main shocks of seismic subarea 3 which are shown together with the
foreshocks, where the foreshocks of 2nd and 3rd order are highlighted.

Bivariate samples of magnitudes and times of the same size n = 44 are generated by
Equations (5) and (6) and p = 0, based on the statistics for the 44 foreshocks of 2nd and
3rd order that occurred before the 44 main shocks in the seismic subarea 3. The scatter
plot, which illustrates the degree of correlation between two variables, of the magnitudes
of the 2nd and 3rd preshocks is shown in Figure 4(a), and the respective scatter plot for
times in Figure 4(b).

+~ 20 H —
10 1

Ao 1 I 1
0 NN g o e g 0 -

70 rTTTTrTTrTrT T T T yr T I T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T TT T TT

50

I
543210 543210 543210
|

4.0 &
543210

Figure 3. The interevent times (upper panel) and magnitudes (lower panel) of the preshocks of the 44
main shocks (M > 5.5) in seismic subarea 3 denoted by the vertical lines. The magnitudes and interevent
times of the foreshocks of 2nd and 3rd order are highlighted in circles. The scale in the abscissa is for the
time order and not for real time intervals.
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Figure 4. Scatter plot of the magnitudes in (a) and interevent times in (b) for bivariate samples gener-
ated on the basis of the 2nd and 3rd preshocks order for 44 main shocks in the seismic subarea 3 and
using o = 0. Superimposed are the data points of the corresponding randomized samples for the shuf-
fling and the adaptive tests, as shown in the legend. The histogram of the 100 r values are shown in (c) for
the randomized data of shuffling type and in (d) for the adaptive randomized data, respectively, along
with the r value (vertical line) for the original sample.

Figure 4, shows superimposed the points from the same quantities but for the ran-
domized data for the shuffling and the adaptive test. The scatter is the same for both the
originally generated data, obtained by the Equations (5) and (6) with p = 0, and for the ran-
domized data of both types (shuffling and adaptive) as the original data are uncorrelated.
The values of the CCA measure r are 0.22 for the original data, 0.34 for the randomized
data of shuffling type and 0.38 for the adaptive randomized data, suggesting similar levels
of correlation of the vector variables of magnitude and time for the 2nd and 3rd preshocks.
We performed the shuffling and the adaptive test using M = 100 randomized samples and
the histogram of the 100 r values are shown in Figure 4(c,d), respectively, along with the
r value for the original sample. Obviously, the r value (red line in Figure 4(c,d)) for the
original sample is well within the null empirical distribution for the shuffling (blue bars in
Figure 4(c)) and adaptive test (blue bars in Figure 4(d)) giving p-values 0.63 and 0.68 by the
Equation (4), respectively, while the parametric test gave 0.67 by the Equation (3), all well
above the significance level of @ = 0.05. We note here that whereas the magnitude and the
time distribution of the randomly shuffled data is identical to the original ones, this does
not hold for the adaptive randomized data having distributions of smaller mean and stan-
dard deviation than shuffled data for both magnitudes and times. This happens because
the adaptive test generates the randomized data from bigger sample than the other tests
as it includes all the preshocks with larger order. The latter holds for both vector variables
(time and magnitude) in the same way, so that it does not add bias in the computation
of r.

The same example is repeated but now for correlated magnitudes and times of the 2nd
and 3rd preshocks, using p = 0.8, instead of p = 0. Both scatter plots, in Figure 5(a,b) for
the magnitudes and times, respectively, show that the points for the originally generated
data are close to the diagonal (correlated) while for the randomized data of both types are
scattered in the same way as for the case of p = 0 (Figure 4).
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Figure 5. Same as Figure 4 but for the dependent vector variables using p = 0.8.

The r for the original data gets a value of 0.85, much larger than the r values of 0.41 and
0.21, for the shuffling and adaptive randomized data, respectively. The histograms of the
100 r values for the shuffling test and for the adaptive test, shown in Figure 5(c,d), respec-
tively, are placed well below the r value for the original sample. Thus, the Hy of uncorrelated
vector variables of magnitudes and times is rejected with high confidence and the p-values
are equal to 0.0067, 0.0067 and 0.0009 for the parametric test, the shuffling test, and the
adaptive test, respectively. Note that the value of 0.0067 is the smallest p-value that can be
obtained using B = 100 and implies that the r value on the original data set is larger than
the 100 r values on the randomized data set (see Equation (4)).

4.2. Results on independent vector variables

In the first part of the simulation study, the vector variables are independent, and the syn-
thetic data are generated for p = 0 by the Equations (5) and (6). The setting of independent
vector variables is consistent with the null hypothesis Hy. The Hy for the randomization test
is incorrectly rejected when p - value < 0.05 in Equation (4) while for the parametric test
the p - value is derived from y? in Equation (3). Then, Monte Carlo realizations are gener-
ated using as parameters in Equations (5) and (6) the statistics of the earthquakes in each
subarea and different My,,. Having B = 100 realizations for each scenario we compute the
percentage of rejection Hy, P, for the parametric and the two randomization significance
tests. We report summary results for the specificity of each test from all subareas.

The average of the percentage of rejection of Hy, P, in the 100 realizations in each sub-
area is shown as a function of the My,, in Figure 6 for the three significance tests and for
the four preshock pairs (one at each panel). The parametric test tends to reject Hy with
higher probability than o = 0.05 (large type I error) when the magnitude threshold gets
large (M, > 4.3), as shown in Figure 6. This is observed for any of the four pairs of ordered
foreshocks, for some magnitude thresholds with My, > 4.3, that considered before each
main shock.

The parametric test fails in the cases of small data size n (attained for large My,,), for
which the chi-square approximation of the null distribution of the parametric test statistic
is not established. Hence, for these cases the parametric test tends to identify spurious
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Figure 6. Summary results on the significance of the CCA measure r for simulations using independent
vector variables (o = 0). The average percentage of rejection of Hp, P, from 100 realizations over the 10
seismic subareas as a function of My, is given for the four pairs of ordered preshocks in the four panels.
The horizontal gray (cyan online) stippled line is at the nominal significance level @ = 0.05 (5%).

correlation between the vector variables and has low specificity. On the other hand, the two
proposed randomization tests always obtain P at the nominal significance level « = 0.05
attaining the correct size of the test and having high specificity.

4.3. Results on dependent vector variables

In the second setting of the simulation study, we examine the sensitivity of CCA based
on the three significance tests using dependent vector variables for p = 0.8 in the Equa-
tions (5) and (6). In this case, the null hypothesis Hy is not true. The simulation setting is
the same as for the independent vector variables and we report summary results for the
sensitivity of each test from all 10 subareas. As for the independent vector variables, the
average of the percentage of rejection of Hp, P, over the 10 subareas is shown as function
of the magnitude threshold My, in Figure 7 for the three significance tests and for the four
ordered pairs (one at each panel). Here, Hy is false because the variables are dependent,
and we expect high rejection rates.

Indeed, high-rejection rates are obtained with all three significance tests and their power
is at the maximum for all pairs of ordered foreshocks when the magnitude threshold is
comparatively low (M, < 4.3), as shown in Figure 7. The P decreases in the same way
for all three significance tests as the magnitude threshold increases (M, > 4.4) and the
sample size decreases (n < 10). The small sample size (n < 10), because corresponding
to high magnitude thresholds (M, > 4.4), does not allow for the correlation structure to
be significantly estimated by CCA leading to failure of all statistical tests (parametric test,
shuffling test and adaptive test).

4.4. Remarks of the simulation study

Putting together the results from the simulations on independent and dependent vector
variables, it turns out that the two proposed randomization significance tests perform
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Figure 7. Same as Figure 6 but for simulations with dependent vector variables using p = 0.8.

appropriately for all data sets involving the statistical characteristics of the preshocks’ mag-
nitude and times in all subareas. Both randomization tests attain the correct size of the test
for all magnitude thresholds and preshocks pairs (Figure 6) and get power that increases
with the data size (Figure 7), i.e. for low magnitude thresholds (M, < 4.3), both being
the favorable properties of a statistical test. On the other hand, the standard parametric
significance test has a tendency to detect correlation in the vector variables when these are
independent and give higher probability of rejection of the Hy than the nominal signif-
icance level when the sample size n is small, i.e. when the magnitude threshold is high
(M, > 4.3). This shortcoming of the parametric significance test questions its use in
applications, especially for small sample sizes. The fact that for dependent vector variables
all three significance tests perform similarly, further approves the use of the two random-
ization tests as it asserts that they are not conservative and attain the same power as the
parametric test.

5. Application to the seismic data

The vector variables in the CCA include the earthquake magnitudes and interevent times
of earthquakes with M > 4.0 that occurred in the Greek territory during 1964-2018. The
final goal of our work is to investigate the existence of correlation patterns for magnitude
and time in the Greek seismicity using CCA in the last five preshocks. The catalog contains
271 main shocks (M > 5.5) and the CCA is repeated for different sets of preshocks of mag-
nitudes My, < M < 5.4, where the magnitude threshold varies in 4.0 < My, < 4.7. The
datasets of preshocks are formed separately for each of the 10 well-defined seismic zones
of the Greek area. As in the simulation presented in Section 4, for the statistical signifi-
cance of the CCA measure 7, the parametric test and the two randomization tests are used.
The null hypothesis Hy, for the parametric test and the two randomization tests, is that
there is no correlation of preshocks of a specific order, for any of the order pairs 1st-2nd,
2nd-3rd, 3rd-4th and 4th-5th. Hy for the adaptive test tends to be stricter in comparison
with the other two tests, i.e. the parametric and shuffling test, because the correlation of
the successive preshocks of a specific order (1st-2nd, 2nd-3rd, 3rd-4th and 4th-5th) is
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Table 1. The cases where the Hy of zero canonical correlation is rejected (p-value < 0.05) are shown as
follows: the seismic subarea and toponym (1st column), the preshock pair (2rd column), the magnitude
threshold (3th column), and type of significance test (4th column).

Seismic subarea and toponym Preshock pair Miny Test
1. Albania-Montenegro-West Greece 3rd-4th 4.2 Parametric
4th-5th 4.0 All
2. Lefkada-Kefalonia 3rd-4th 4.1 All
4.2
4th-5th 43 Parametric
3. Zante-Southwest Peloponnese- 2nd-3rd 4.1 Parametric
West Crete
3rd-4th 4.1 Shuffling
Parametric
4th-5th 4.0 Shuffling
Parametric
4.1 Shuffling
Parametric
4. East Crete 1st-2nd 4.0 All
3rd-4th 4.1 All
5. Macedonia 1st-2nd 4.0 All
4.1 All
2nd-3rd 4.1 All
4th-5th 4.0 Parametric
6. Thessaly-Corinthian gulf 1st-2nd 4.0 Parametric
2nd-3rd 4.1 Shuffling
Parametric
3rd—4th 4.0 Shuffling
Parametric
4.1 Parametric
Seismic subarea and toponym Preshock pair Minr Approach
7. Peloponnese-South Aegean 1st-2nd 4.0 Parametric
4.2 Shuffling
Parametric
43 Shuffling
Parametric
2nd-3rd 4.0 Shuffling
Parametric
4.1 Shuffling
Parametric
3rd-4th 4.0 Shuffling
Parametric
4th-5th 4.0 Shuffling
Parametric
4.1 Shuffling
Parametric
42 All
43 Shuffling
Parametric
8. North Aegean 1st-2nd 4.0 Shuffling
Parametric
4.1 Shuffling
Parametric
42 Parametric
3rd-4th 4.0 All
43 Adaptive
4th-5th 4.2 Parametric
Seismic subarea and toponym Preshock pair Minr Approach

(continued).
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Table 1. Continued.

Seismic subarea and toponym Preshock pair Minr Test
9. Athens-South Aegean 1st-2nd 4.1 Shuffling
Parametric
4.2 All
3rd-4th 4.1 Adaptive
4.2 Shuffling
Parametric
4th-5th 4.0 Shuffling
Parametric
4.1 Shuffling
Parametric
10. Northwest Turkey 2nd-3rd 4.0 Shuffling
Parametric
4.1 Shuffling
Parametric
4th-5th 43 All

compared with randomly, also, successive preshocks of any order larger than the tested
one (presumably the high order pairs are not correlated). We recall that for larger magni-
tude thresholds, My,, > 4.3, resulted to small sample size #, the parametric test does not
attain the proper size and all the three tests have small power, and for this reason we stay on
magnitude thresholds in the range 4.0 < My,, < 4.3 as the simulation study presents the
proper results for these magnitude thresholds (i.e. acceptance and rejection of Hy for inde-
pendent and dependent variables, respectively). We consider the three significance tests
for My, = 4.0, 4.1, 4.2, 4.3, the four pair orders, and the 10 seismic subareas and report
in Table 1 the cases for which the Hy of no correlation of successive preshocks is rejected
(p - value < 0.05). We note that for each subarea there is statistical evidence for the pres-
ence of correlation in successive preshocks but for specific pair orders and My, and not
always obtained with all three significance tests. Expect two the cases shown in Table 1, in
all other cases where Hy is rejected, this is obtained with the parametric test either alone
or along with the one or both randomization tests. It is somehow anticipated, as the sim-
ulation study also revealed, that the parametric test presents a bias towards rejecting the
Hy (lower specificity). Even when we focus on the randomization significance tests, there
is still evidence of correlation in successive preshocks for each subarea but not in any sys-
tematic way with respect to My, or pair order. In addition, the cases of rejections of the
Hj with the adaptive test indicate that the successive preshocks differ, in time and magni-
tude, from randomly selected pairs of successive earthquakes further away in time from
the main shocks. As shown in Table 1, for all but seismic subareas 3 and 6, there are cases
where the H) is rejected with the adaptive test, suggesting strict hierarchical organizations
of preshocks. In subareas 3 and 6, the hierarchical organizations are shown with the least
rigorous statistical tests, i.e. the parametric and shuffling tests, which only compare earth-
quakes occurring in the specific order by chance. Still, these findings might be considered
promising for the seismic hazard assessment as there are statistically significant patterns of
preshocks correlation in the study area.

6. Conclusion and discussion

The Canonical Correlation Analysis (CCA) proved to be a useful statistical tool to decode
complex dependency structures, as the seismic activity, in multivariate data and identify
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groups of interacting variables. We use the CCA measure r to detect temporal correlation
of preshocks for main shocks with M > 5.5 that occurred in Greece during 1964-2018.
The presence of any such correlation is expected to be weak because of the complexity
of seismicity and therefore we focus on the statistical significance of the CCA measure r.
Hence, we consider a standard parametric test and two proposed randomization tests, one
randomly shuffling the given multivariate data (called shuffling test) and one adapting a
random resampling to the setting of all ordered foreshocks (called adaptive test).

The three significance tests are assessed in simulations generating uncorrelated (p = 0)
and correlated (o = 0.8) multivariate data based on the statistics of the observed ordered
preshocks. The results showed a bias of the parametric test for the detection of the correla-
tion, as it gave larger percentage of rejections of the null hypothesis of no correlation when
it was true p = 0, increasing with the decrease of sample size n/My,,. On the other hand,
the two proposed randomization tests attain high specificity, i.e. the percentage of rejec-
tion is at the nominal significance level (¢ = 0.05) when p = 0 for any sample size. The
parametric test and both randomization tests indicate high sensitivity, i.e. high percentage
of rejection when p = 0.8, for the cases that the magnitude threshold is low (M, < 4.3).
The failure of all statistical tests (parametric test, shuffling test and adaptive test) for high
magnitude thresholds (M, > 4.4), when the sensitivity of each statistical test is examined,
is due to the very low number of the time series observations. The parametric test attains
somewhat higher sensitivity for small sample sizes but given the very low specificity (bias
towards rejection) it cannot be trusted. The results from the simulated data show that they
do not depend on the magnitude threshold My, but rather on the sample size n. Figure 6
reveals that when the sampling size # is sufficiently low (i.e. for high values of magnitude
threshold Min,) My, for the pairs ‘3rd-4th’ and ‘4th-5th’ both randomization approaches
provide suitable results because the percentage of rejection fluctuates around the nominal
significance level while the parametric test fails due to the small length # of time series.

We further use the two proposed randomization tests and the standard parametric test
for investigating the correlation patterns in magnitude and time among the last five fore-
shocks occurring before each main shock in the study area using the tool of CCA. The
three significance tests were performed for each pair of successive preshocks, consider-
ing also different My, and for all subareas. We found in an adequate number of cases
(combinations of pair order and My, ), statistically significant CCA measure r mainly with
the parametric and the shuffling test. The adaptive test is the most conservative among
the three significance tests and gave the fewest rejections of the Hy, as it compares the
successive preshocks close to the main shock (of orders one to five) to other successive
earthquakes further away in time from the main shock. On the contrary, the other two
significance tests only compare earthquakes taken by chance (earthquakes in pairs taken
in any order for the shuffling test). These results reveal the presence of some type of hier-
archical organization in the preshock activity. Hence, the CCA analysis as implemented
here, may contribute to the short-term seismic hazard assessment because the statistical
significance of the CCA measure r for the five ordered preshocks indicates the presence of
correlation structure among them. For example, in the subarea 1 the 2"4-3" preshock pair
with My, = 4.2 and the parametric statistical test rejects the null hypothesis Hy of zero
canonical correlation (Table 1). This means that this pair presents statistical significance
correlation and can be seen as a warning for the main shock occurrence after an earthquake
of 1st order with My, > 4.2.
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If there is any correlation in times and magnitudes between succession of earthquakes
before the main shock this is more likely to be found among the temporally closest earth-
quakes to the main shock. Therefore, we restrict our analysis to the first four pairs (five
earthquakes before the main shock). We do consider higher order pairs when we do the
adaptive randomization test.

The CCA approach constitutes a good method to find linear relationships between
observed vector variables but it is not able to extract nonlinear relationships. For this,
extensions of CCA can be used, such as the nonlinear CCA and kernel-CCA (K-CCA)
that are inspired by the concepts of sparse multiple kernel learning and kernel CCA, respec-
tively. The analysis based on nonlinear correlation, in the same way as done here with CCA,
is left for future work.

One more immediate extension of this analysis, left for future work is to involve another
set of main shocks in the same seismic subarea as a test set, e.g. splitting the seismic catalog
in the learning and testing period that includes 80% and 20% of earthquakes, respectively.
For the cases where statistical significance of CCA was established (Table 1), assessment
of whether significance also persists in the test set will be investigated. The investigation
whether the non-successive preshocks (e.g. 2nd-4th) present stronger correlation than the
successive ones, as they have been considered in this study, is also left for future work.
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